[BOIDIILY [HIA RIS

MAPPING THE RISKSIOF

daCcessnow

Access Now (accessnow.org) defends and extends the digital rights of people and
communitiesat risk. As a grassroots-to-global organization, we partner with local actors to
bring a human rights agenda to the use, development, and governance of digital
technologies, and to intervene where technologies adversely impact our human rights. By
combining direct technical support, strategic advocacy, grassroots grantmaking, and
convenings such as RightsCon, we fight for human rights in the digital age.




Acknowledgements

This paper is an Access Now publication, written by
Xiaowei Wang from UCLA’s Center on Race and Digital
Justice/ELISAVA School of Design and Engineering and
Shazeda Ahmed from UCLA’s Center on Race and Digital
Justice, with additional contributions from Daniel Leufer
from Access Now.

The authors would like to thank the Access Now team
members who provided support, including Méabh
Maguire, Loren Giordano, Sage Cheng, Gaspar Pisanu,
Giulio Coppi, Marianne Diaz Hernandez, and Willmary
Escoto. We appreciate the help of all the interviewees,
researchers, and experts who provided us with key
insights and information for this publication, and
additionally Dr. Crystal Lee from MIT.

For more information, please visit:
https://www.accessnow.org

Contact:
Daniel Leufer | Senior Policy Analyst and
Emerging Technologies Policy Lead

daniel.leufer@accessnow.org

Published in October 2023

O


http://daniel.leufer@accessnow.org

TABLE OF CONTENTS

04 EXECUTIVE SUMMARY
05 AN INTRODUCTION TO BIOMETRICS

09 WHAT’S IN THE BIOMETRIC
TECH MATRIX?

|5 HOW ARE THESE BIOMETRIC
TECHNOLOGIES BEING USED?

|S WHY BIOMETRIC TECH IS ABLEIST
|7 EXAMINING THE BIOMETRIC BODY

50 WHAT ARE THE MAIN ISSUES
WITH THE USE OF BIOMETRICS
TECHNOLOGIES?

40 REFLECTING ON REGULATORY GAPS

x




EXECUTIVE SUMMARY

In the following report, we draw on document analysis and expert interviews to explain how an
understanding of the political economy of biometric systems can inform future paths to their
governance. Through a two-by-two matrix of “hard biometrics” versus “soft biometrics,”
and what we loosely characterize as “low-tech” versus “high-tech,” we provide examples of
different biometric data collection types and use cases to demonstrate how the companies
that produce these technologies have continuously thwarted attempts at regulation. Across
analyses of voice biomarkers, voice recognition, eye tracking, and neurotech, we highlight the
following findings and themes:

We sort the biometric technologies described in this report into a two-by-two matrix to map “hard”
and “soft” biometrics that we characterize as “high-tech” and “low-tech.” “Hard” biometrics
signify biometric systems used exclusively for identification or verification (e.g., identification for
access to government-issued resources), while “soft” biometrics are used to classify people or infer
attributes such as age, gender, or emotional state. “Low-tech” refers to systems such as video
cameras, while “high-tech” refers to more complex systems, such as implantable neurotech that
requires an expert to insert it into the body.

Many of the current and proposed uses of the biometric technologies described in this report are
not novel, and have already been seen in the use of so-called “emotion recognition” technologies
that rely on computer vision to categorize people’s emotions. From monitoring and assessment
of behavior and performance in schools, cars, workplaces, and public spaces such as airports, to
psychometric and diagnostic uses, commercial applications of the biometric technologies in all four
guadrants of our matrix are growing by the day.

Biometric technologies across the matrix are used to create baselines of what constitute “normal”
behaviors and bodies, which further reinforces unequal treatment of people whose bodies and
behaviors do not adhere to this normative frame. Combined with the exclusion of disabled people
from the process of deciding whether and how to build these technologies, or extremely late-stage
consultation with affected communities, this ensures that biometric systems perpetuate ableism,
inequality, and other harms.

Biometric tech producers have established a prevailing narrative that such technologies are
inherently “good” for society, particularly if they can “cure” specific health conditions or disabilities.
Rather than subscribing to such ableist ideas of curative violence, it is essential to examine
biometric technologies and their purported good from a disability justice framework, which centers
disabled people as active designers of technologies, rather than as mere users after the fact.

Biometric technologies are particularly prone to “function creep,” or the repurposing of a
technology’s initial, bounded use into another, often more harmful application. For example, a
biometric voice system that purports to detect mental distress or anxiety markers, or an eye-
tracking tool that tracks attention and “nervousness” for use in a clinical setting can then be
repurposed in “Al lie detectors” used by law enforcement and the military.

When we spoke with experts about privacy concerns around the use of voice biomarkers and
neurotech, they were enthusiastic about the potential for privacy-preserving machine learning
techniques such as federated learning to protect patients and clinical trial subjects’ data. However,
federated learning requires coordinated compliance across a wide range of actors, which can be
difficult to establish. In focusing on federated learning as a technical solution, many technology
developers also fail to address that some use cases are undesirable and harmful, even if they
preserve privacy.
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AN INTRODUCTION TO BIOMETRICS

In recent years, biometric systems have proliferated around the
world, whether used in identification for accessing state-provided
welfare benefits or to allegedly classify socially understood forms
of emotion.! The rise of such biometric identification systems and
their derivative uses has paralleled the rise of artificial intelligence
(Al). With the proliferation of cheaper hardware, sensors, processing
capabilities, and cloud infrastructure, the uses of biometric systems
have increased globally and grown more common in different
contexts — whether at national borders, to access state benefits, or
in our own homes.?

In the late 1800s, Francis Galton, one of the founders of
eugenics, developed a method of systematically
identifying and comparing fingerprints, which gave rise
to a precursor of biometrics that spread throughout
many colonial governments and bears similarities to its
modern day form.? Biometrics has evolved as a technical
discipline and claims that make major leaps, such as the
capacity for “profiling humans from their voice,”* have
given rise to an industry subject to a larger political
economy, regulation, and the financial impacts of a
tech-driven innovation economy.®

Photo: Wellcome Collection

1 Marda, Vidushi and Ahmed, Shazeda. Emotional Entanglements: China’s Emotion Recognition Market and Its Implications for
Human Rights, (Jan 25, 2021). ARTICLE 19 report.
https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf.

2 Australian Border Force, “SmartGates.” https://www.abf.gov.au, https://www.abf.gov.au/entering-and-leaving-australia/
smartgates. See also Ratcliffe, Rebecca. “How a Glitch in India’s Biometric Welfare System Can Be Lethal.” The Guardian,

(Oct 16, 2019). https://www.theguardian.com/technology/2019/0ct/16/glitch-india-biometric-welfare-system-starvation. Jillson,
Elisa. “Hey, Alexa!l What Are You Doing with My Data?” Federal Trade Commission, (Jun 13, 2023). https://www.ftc.gov/business-
guidance/blog/2023/06/hey-alexa-what-are-you-doing-my-data.

3 Migozzi, Julien. “Apartheid by Algorithm.” Logic(S) Magazine, (August 2022). https://logicmag.io/home/apartheid-by-
algorithm/.

4 The phrase “profiling humans from their voice” comes from Rita Singh’s book of the same title.

5 Breckenridge, Keith. Biometric State: The Global Politics of Identification and Surveillance in South Africa, 1850 to the Present.
Cambridge, Cambridge University Press, 2016.



https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf.
https://www.abf.gov.au
https://www.abf.gov.au/entering-and-leaving-australia/
https://www.theguardian.com/technology/2019/oct/16/glitch-india-biometric-welfare-system-starvation
http://www.theguardian.com/technology/2019/oct/16/glitch-india-biometric-welfare-system-starvation.
https://www.ftc.gov/business-guidance/blog/2023/06/hey-alexa-what-are-you-doing-my-data
https://www.ftc.gov/business-guidance/blog/2023/06/hey-alexa-what-are-you-doing-my-data
https://logicmag.io/home/apartheid-by-algorithm/
https://logicmag.io/home/apartheid-by-algorithm/
https://wellcomecollection.org/works/ya595dn8
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For the purposes of our report, we examine
biometrics across a two-by-two matrix
spanning “hard” and “soft” biometrics along
one axis, and what we refer to as “low-tech”
and “high-tech” along the other. While
biometrics has generally been defined as
“automated methods of recognizing and
verifying the identity of individuals based on
physiological or behavioral attributes,” they
can also be divided into the designations of
“hard” versus “soft” biometrics.® Hard
biometrics are seen as the identification of
individuals based on physiological and
behavioral attributes, as well as the claims of
deducing “other types of attributes of an
individual from the same data (...) such as
age, gender, ethnicity, height.”’

Biometric data is usually considered “hard” if
it meets each of these four basic
requirements: it can be  measured
(collectability); it relates to a characteristic
that all people have (universality); it relates to
a characteristic that is distinctive in every
person (uniqueness); and it relates to a
permanent attribute  (permanence). By
contrast, soft biometrics include “behavioral

generalizable rather than specific to an
individual — for example, the condition of
being depressed, anxious, or other clinical and
emotional conditions.

As the use of biometric data collection
combined with Al systems has increased in
many contexts, so has pushback from civil
society and activists, particularly those
working in privacy, data protection, and
digital rights.® In the European Union (E.U.),
the General Data Protection Regulation
(GDPR) prohibits the processing of “special
categories of personal data,” including
biometric data for the purposes of
identification, as well as “data revealing racial
or ethnic origin, political opinions, religious or
philosophical  beliefs, or trade union
membership.”® However, this prohibition is
subject to wide exceptions for investigating
crimes and maintaining “public security,” and
digital rights activists are pushing for
increased protections in the proposed E.U. Al
Act.® While the original draft of the Al Act
proposes some limited restrictions, various
stakeholders," including E.U. data protection
authorities and certain political groups® are

attributes”  or  attributes  that  are calling for full bans on “remote biometric

6 Schiering, Ina et al. Privacy and Identity Management: Between Data Protection and Security : 16th IFIP WG 9.2, 9.6/11.7, 11.6/
SIG 9.2.2 International Summer School, Privacy and Identity 2021, Virtual Event, (Aug 16-20, 2021). Revised Selected Papers. Vol.
644. Springer, 2022. Print.

7 Dantcheva, Antitza, Petros Elia, and Arun Ross. “What Else Does Your Biometric Data Reveal? A Survey on Soft Biometrics.”
IEEE Transactions on Information Forensics and Security 11, no. 3 (March 2016): 441-67. https://doi.org/10.1109/TIFS.2015.2480381.
8 Campaigns and letters include: Ban Biometric Surveillance. Access Now. https://www.accessnow.org/campaign/ban-biometric-
surveillance/; Reclaim Your Face. https://reclaimyourface.eu/; and Tire Meu Rosto Da Sua Mira (Open Letter to Ban the Use of
Digital Facial Recognition Technologies in Public Security). https://tiremeurostodasuamira.org.br/en/open-letter/.

9 Article 9, GDPR states that “Processing of personal data revealing racial or ethnic origin, political opinions, religious or
philosophical beliefs, or trade union membership, and the processing of genetic data, biometric data for the purpose of uniquely
identifying a natural person, data concerning health or data concerning a natural person’s sex life or sexual orientation shall be
prohibited.” This is followed by a broad list of exceptions in Article 9(2). https://eur-lex.europa.eu/eli/reg/2016/679/0].

10 European Digital Rights, Remote biometric identification: a technical & legal guide, (Jan 23, 2023). https://edri.org/our-work/
remote-biometric-identification-a-technical-legal-guide/.

11 EDPB-EDPS Joint Opinion 5/2021 on the proposal for a Regulation of the European Parliament and of the Council laying down
harmonised rules on artificial intelligence (Artificial Intelligence Act), (Jun 18, 2021). https://edps.europa.eu/system/files/2021-
06/2021-06-18-edpb-edps_joint opinion ai regulation en.pdf.

12 Fighting for a Ban on Biometric Mass Surveillance in Public Spaces. The Greens/EFA in the European Parliament. https:/www.
greens-efa.eu/en/campaigns/ban-biometric-mass-surveillance.



https://doi.org/10.1109/TIFS.2015.2480381.
https://www.accessnow.org/campaign/ban-biometric-surveillance/
https://www.accessnow.org/campaign/ban-biometric-surveillance/
https://reclaimyourface.eu/
https://tiremeurostodasuamira.org.br/en/open-letter/
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://edri.org/our-work/remote-biometric-identification-a-technical-legal-guide/
https://edri.org/our-work/remote-biometric-identification-a-technical-legal-guide/
https://edps.europa.eu/system/files/2021-06/2021-06-18-edpb-edps_joint_opinion_ai_regulation_en.pdf. 
https://edps.europa.eu/system/files/2021-06/2021-06-18-edpb-edps_joint_opinion_ai_regulation_en.pdf. 
https://www.greens-efa.eu/en/campaigns/ban-biometric-mass-surveillance.
https://www.greens-efa.eu/en/campaigns/ban-biometric-mass-surveillance.
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identification,” as well as emotion recognition and
discriminatory forms of biometric categorisation.”

Alongside the growth of regulatory
frameworks, there is also pushback from
government and industry on the need to
balance regulation with “innovation” and
industry growth. In the wake of a global
pandemic, the use of biometric technologies in
the medical field (particularly for telemedicine,
remote diagnosis and treatment, quarantine,
and border security) or “contactless”
biometric technologies for ID and payment are
often used as arguments for beneficial
development of biometric technologies, and
against their regulation.

Our mapping of the biometric tech matrix
demonstrates that it is not the fulfillment of
security benefits or other promises of veracity
or functionality that keep biometric systems in
circulation. Rather, state and market forces
centering narratives of security and optimization
incentivize the development of biometrics.

For example, biometric identification systems
are implemented by governments in state-
supported welfare for the intended purposes
of countering purported welfare fraud and

13 See the following issue papers (all May 2022):

optimizing the delivery of benefits, despite
many studies demonstrating that true
“welfare fraud” is rare and, more often than
not, a socially constructed moral panic.”
Another example of how securitization
narratives create a market for biometrics is
seen in their use at national borders, allegedly
to combat “security risks,” such as post-9/11
U.S. terrorism. Hefty government contracts
have been awarded to such companies, yet
deeper analysis calls into question how
effective such systems are at providing more
“safety,” rather than simply performing what
some experts term “security theater.”

In both examples, the manufactured crisis of
“welfare fraud” and the normalization of
“security theater” creates a landscape of
private tech companies competing for
government contracts, particularly private
tech companies receiving investment and
grants from governments and government-
adjacent venture capital firms. The resulting
upswell in research, development, and
investment is often seen by governments as a
net positive for the economy.” It is this global
political economy — a web of companies,
state agencies, and lax regulation or policies
— that underpins the creation and

Prohibit all Remote Biometric Identification (RBI) in publicly accessible spaces, https://edri.org/wp-content/uploads/2022/05
Prohibit-RBI-in-publicly-accessible-spaces-Civil-Society-Amendments-Al-Act-FINAL. pdf;

Prohibit discriminatory biometric categorisation in the Al Act,_https://www.accessnow.org/wp-content/uploads/2022/05/

Amendments-to-the-Al-Acts-treatment-of-biometric-categorisation. pdf;
Prohibit emotion recognition in the Artificial Intelligence Act, https://www.accessnow.org/wp-content/uploads/2022/05/Prohibit-

emotion-recognition-in-the-Artificial-Intelligence-Act.pdf.

14 See Chunn, D. E., & Gavigan, S. A. M. (2004). Welfare Law, Welfare Fraud, and the Moral Regulation of the ‘Never Deserving’
Poor. Social & Legal Studies, 13(2), 219-243., Devereux, Eoin, and Martin J. Power. “Fake News? A Critical Analysis of the ‘Welfare
Cheats, Cheat Us All’ Campaign in Ireland.” Critical discourse studies 16.3 (2019): 347-362., Gustafson, Kaaryn S.. Cheating
Welfare: Public Assistance and the Criminalization of Poverty, New York, USA: New York University Press, (2011), and Yoo, Grace
J. (2008) Immigrants and Welfare: Policy Constructions of Deservingness, Journal of Immigrant & Refugee Studies, 6:4, 490-507,
DOI: 10.1080/15362940802479920.Mosher, Janet, and Joan Brockman. Constructing Crime. UBC Press, (May 10, 2010).

15 See Amoore, Louise. “Biometric borders: Governing mobilities in the war on terror.” Political geography 25.3 (2006): 336-351,
Ackerman, Spencer. “Insider: $56 Billion Later, Airport Security Is Junk.” WIRED, (Dec 6, 2011). https://www.wired.com/2011/12/
unsafe-skies/, Schneier, Bruce. Beyond Fear: Thinking Sensibly about Security in an Uncertain World. New York, Springer
Science+Business Media, (2013), and O’Neil, Patrick H. “Complexity and Counterterrorism: Thinking About Biometrics.” Studies in

conflict and terrorism 28.6 (2005): 547-566.



https://edri.org/wp-content/uploads/2022/05/Prohibit-RBI-in-publicly-accessible-spaces-Civil-Society-Amendments-AI-Act-FINAL.pdf
https://edri.org/wp-content/uploads/2022/05/Prohibit-RBI-in-publicly-accessible-spaces-Civil-Society-Amendments-AI-Act-FINAL.pdf
 https://www.accessnow.org/wp-content/uploads/2022/05/Amendments-to-the-AI-Acts-treatment-of-biometric-categorisation.pdf
 https://www.accessnow.org/wp-content/uploads/2022/05/Amendments-to-the-AI-Acts-treatment-of-biometric-categorisation.pdf
https://www.accessnow.org/wp-content/uploads/2022/05/Prohibit-emotion-recognition-in-the-Artificial-Intelligence-Act.pdf 
https://www.accessnow.org/wp-content/uploads/2022/05/Prohibit-emotion-recognition-in-the-Artificial-Intelligence-Act.pdf 
https://www.wired.com/2011/12/unsafe-skies/
https://www.wired.com/2011/12/unsafe-skies/
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proliferation of biometric technologies, and it
is this which presents the greatest challenge
to civil society pushback.

As “hard biometrics,” and the use of
biometrics to verify people’s legal identity,
become increasingly regulated, we are seeing
the parallel rise of soft biometrics used in a
gray zone: technologies purporting to
categorize emotional states, infer complex
personality traits, or diagnose mental illness
and medical conditions such as Parkinson’s
disease or autism.” This report intertwines a
critical look at the political economy and
context of biometric technologies’ production
with a framework that echoes much of the
work being done in disability justice, distinct
from disability rights.”

In a disability justice framework, the social
model of disability reveals the ways disability
intersects with a number of overlapping,
marginalized positions.” It also shows how
disability is socially constructed; it is not an
individual medical problem that needs to be
“solved” or “fixed.” Additionally, the
framework of disability justice allows us to
understand the historical and ongoing ways
that designations of mental illness carry
uneven consequences for marginalized
communities depending on race, gender,
class, caste, and immigration status. This is a
particularly relevant point given how the
emerging shift toward soft biometrics often
purports to solve the rising tide of mental
illness in a post-pandemic world."”

16 Os Keyes, Automating autism: Disability, discourse, and Artificial Intelligence, (May 2020). https://digitalcommon

i/viewconten i?article=1021 ntext=soci hnicalcriti

17 CODE Associated Students Commlssmn on Dlsqblllty Equity “tht Is Disability Justice? | CODE.” https://code.as.ucsb.edu/,

(2020). h wh ili i

18 Bailey, Mqu, and Izetta Autumn Mobley. “Work in the Intersections: A Black Feminist Disability Framework.” Gender & Society

33, no. 1(Feb 1, 2019): 19-40. https://doi.org/10.1177/0891243218801523.
19 Nirmita Panchal, Heather Saunders, Robin Rudowitz, and Cynthlc Cox. The Impllcatlons of COVID 19 for Mental Heqlth and

Substance Use. KFF, (Mar 20, 2023).
[-health-and- nce-



https://digitalcommons.odu.edu/cgi/viewcontent.cgi?article=1021&context=sociotechnicalcritique
https://digitalcommons.odu.edu/cgi/viewcontent.cgi?article=1021&context=sociotechnicalcritique
https://code.as.ucsb.edu/
https://doi.org/10.1177/0891243218801523
https://www.kff.org/coronavirus-covid-19/issue-brief/the-implications-of-covid-19-for-mental-health-and-substance-use/
https://www.kff.org/coronavirus-covid-19/issue-brief/the-implications-of-covid-19-for-mental-health-and-substance-use/
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WHAT’S IN THE BIOMETRIC TECH MATRIX?

HARD BIOMETRICS

voice recognition

N
iyl L’?

HIGH
TECH

LOW
TECH

gait analysis®
for health G ok

(Brain-computer interfaces)

SOFT BIOMETRICS

*The systematic study of human motion.

The term “biometrics” has typically referred to biometric systems used to verify or determine the identity
of an individual based on physical or physiological characteristics (i.e., fingerprints, iris or gait
recognition).?’ However, biometric data and biometric systems are increasingly used to profile, categorize,
and classify people without “identifying” them in the narrow sense of confirming their personal identity.

20 See supra note 7.
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Biometric tech conceptual modules

@ . Q O [COOG

Aliveness Quality
detection checker

Sensors

Biometric technologies typically contain six
conceptual ‘modules’ that include hardware
(such as the sensors) and algorithms (such as
aliveness detection): “sensors, aliveness
detection, quality checker, feature-generator,
matcher, and decision modules.”? In this
report, we generalize each biometric
technology we investigate into two parts: 1)
biometric data that is captured via sensors,
and 2) the biometric system itself.

During the biometric data capture process,
sensors can capture physiological
measurements such as palm vein imagery,
voice data, or iris scans. These measurements
are converted into data that are then input
into biometric systems. Biometric systems
include a range of algorithms that process
and make the captured biometric data useful.
On the simpler end, these algorithms can
extract a biometric template from an image of
a person’s fingerprint and match it against
others in a database in order to identify the
person.?”? They can also be more complex,
using Al — in particular mathematical models
— to surface “biomarkers,” or patterns within
physiological or behavioral data.

The wide-ranging nature of these systems
means that each component of a biometric

Feature Matcher Decision
generator

system is often siloed within research and
industry organizations. One company might
make the sensor or biometric capture device.
Another company might make the matching
algorithm and sell it packaged as an API
(application programming interface) or SDK
(software development kit). Other companies
offer full systems, including the capture device
and proprietary software to classify and
process biometric data.

Breaking down a biometric system into
components helps us understand the complex
supply chains and interdependencies at play
in these systems, which create gaps in
oversight and complicate efforts to hold
actors within the production chain responsible
for harms. At the same time, it also ensures
the continuous creation of these technologies.
For example, an increase in use of biometric
algorithms raises demand in the hardware
industry that specializes in sensors and
biometric data capture.

It is important to highlight the difference
between biometric data and a biometric
system in order to understand the slippages
between the data itself, and the claims that
companies and researchers make around the
veracity of biometric systems, particularly

21 ISO/IEC 2382-37:2021. “Information technology -- Vocabulary -- Part 37: Biometrics.” International Organization for
Standardization. https://www.iso.org/obp/ui/#iso:std:iso-iec:2382:-37:ed-2:vl:en:term:3.1.1.

22 Ratha, Nalini K., Andrew Senior, and Ruud M. Bolle. “Automated Biometrics.” In Advances in Pattern Recognition — ICAPR
2001, edited by Sameer Singh, Nabeel Murshed, and Walter Kropatsch, 447-55. Lecture Notes in Computer Science. Berlin,
Heidelberg: Springer, 2001. https://doi.org/10.1007/3-540-44732-6_46.



https://www.iso.org/obp/ui/#iso:std:iso-iec:2382:-37:ed-2:v1:en:term:3.1.1
https://doi.org/10.1007/3-540-44732-6_46
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regarding  these  systems’  underlying
classification algorithms. An algorithm built
to identify or classify people based on their
biometric data, through matching or
categorization, is the result of research and
beliefs about reproducibility of the research’s
results. The data itself is ultimately, simply
data. Any claim that an algorithm can detect
or classify behavior based on biometric data
cannot be token as a numerical or
mathematical claim; it is a claim around
interpretability. As a process of interpreting
and modeling data, biometric algorithms
must be subject to the same level of scrutiny
as any sort of scientific research, which is
often a rigorous peer-reviewed process.

Unfortunately, it is difficult to prove if private
companies uphold this level of peer review
and scrutiny, as they claim their technologies
are proprietary. Moreover, peer review of
computer science papers has often over-
emphasized technical errors at the expense of
concerns around social issues underlying the
research. For instance, after a paper claiming
researchers could infer criminality from
individuals’ facial features was published,
over 1,000 academic researchers petitioned
the journal to remove the article.?

Throughout this report, we use the notion of a
biometric “tech matrix,” with one axis
highlighting areas where the sensor or
capture device increases in complexity. For
example, on the “low-tech” end of the matrix,
video cameras and voice recorders can
capture biometric data. Technologies on the
low-tech end of the spectrum tend to be more
widely commercially available and thus used
more often. On the “high-tech” end, more
specialized equipment used to capture brain
wave data or read and write to the brain is,
for now, typically only available within labs or
other highly controlled settings. On the other
axis of this matrix, we use the terms “hard”
and “soft” biometrics to draw attention to
tendencies in how low- and high-tech
biometric systems are put to use. “Hard”
biometrics roughly denotes instances where
the biometric system’s intended use is solely
identification or recognition, typically in order
to access state services such as welfare
benefits. By contrast, “soft” biometrics are
increasingly common within medical uses, as
well as for Al “polygraphs” that claim to
detect whether someone is lying or not. Such
cases include the proposed EU’s short-lived
iBorderCtrl  lie  detection system or
technologies being used in law enforcement
and courtroom settings such as polygraphs
tracking eye movement.?*

23 Fussell. S, “An Algorithm That “Predicts” Criminality Based on a Face Sparks a Furor,” WIRED, (Jun 24, 2020). https:/www.

wired.com/story/algorithm-predicts-criminality-based-face-sparks-furor/.

24 van der Ploeg, I. (2011). Normative Assumptions in Biometrics: On Bodily Differences and Automated Classifications. In: van

der Hof, S., Groothuis, M. (eds) Innovating Government. Information Technology and Law Series, vol 20. T.M.C. Asser Press.
https://doi.org/10.1007/978-90-6704-731-9 3; Virginio Cantoni, Mirto Musci, Nahumi Nugrahaningsih, Marco Porta. Gaze-based
biometrics: An introduction to forensic applications. Pattern Recognition Letters, Volume 113, (2018). Pages 54-57. https://doi.
org/10.1016/j.patrec.2016.12.006; Ryan Gallagher and Ludovica Jona. “We Tested Europe’s New Lie Detector for Travelers — and
Immediately Triggered a False Positive.” The Intercept. (Jul 26, 2019). https://theintercept.com/2019/07/26/europe-border-
control-ai-lie-detector/. Zeitchik, Steven “A Utah Company says its revolutionized truth-telling technology. Experts are skeptical,”
Washington Post, (Nov 15, 2021). https://www.washingtonpost.com/technology/2021/11/15/lie-detector-eye-movements-converus/.



https://www.wired.com/story/algorithm-predicts-criminality-based-face-sparks-furor/
https://www.wired.com/story/algorithm-predicts-criminality-based-face-sparks-furor/
https://doi.org/10.1007/978-90-6704-731-9_3
https://doi.org/10.1016/j.patrec.2016.12.006
https://doi.org/10.1016/j.patrec.2016.12.006
https://theintercept.com/2019/07/26/europe-border-control-ai-lie-detector/
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HOW ARE THESE BIOMETRIC TECHNOLOGIES
BEING USED?

Beyond identification and recognition systems, Al-driven biometric
systems are increasingly used throughout the world to register and
purportedly identify affect, oremotions and moods.?® These systems
are marketed as being able to recognize emotions such as anger or
happiness?®and,insomecases,toincreasethe “efficiency” ofmedical
diagnoses for conditions ranging from autism to neurodegenerative
and cardiovascular disorders.?” As industry and academic research
pours greater resources into deploying these “soft” biometric
systems, we recognize a broader trend in both domains: technical
development and research of Al-driven biometric classification and
diagnosis systems stemming from perceived benevolent motivations,
particularly around curing and diagnosing disease.

Some technical researchers, including some of mathematical models that “learn” from the

the experts we spoke to, repeatedly frame
such novel technologies as potentially risky
and causing harm to vulnerable populations,
raising unresolved questions around consent
and lack of representation and inclusion from
vulnerable populations. Yet they also voiced
beliefs that the benefits outweigh the risks.
Al-driven biometric systems generally rely on
large amounts of training data collected from
subjects, labeled, and then fed into

training data. For instance, thousands of
audio clips of voice recording data can be
individually labeled as “depressed” or “not
depressed,” and fed into a mathematical
model to be “trained.” Theoretically, the
model can then label any new voice clip it is
given with the likelihood of the speaker being
“depressed” or “not depressed.” It is worth
noting that the training data required to
create such models is often obtained without

25 Stark and Hoey note the long-standing debate on difference between “emotion” and “affect,” describing emotion as “a
compound phenomenon variously consisting of evaluative, physiological, phenomenological, expressive behavioral, and mental
components,” and drawing on theorist Deborah Gould’s definition of affect as “nonconscious and unnamed, but nonetheless
registered, experiences of bodily energy and intensity that arise in response to stimuli.” Luke Stark and Jesse Hoey. (2021).

The Ethics of Emotion in Artificial Intelligence Systems. In Proceedings of ACM Conference on Fairness, Accountability, and
Transparency (FAccT’21). ACM, New York, NY, USA. pp 782-783. https://doi.org/10.1145/3442188.3445939.

26 Marda, Vidushi and Ahmed, Shazeda. Emotional Entanglements: China’s Emotion Recognition Market and Its Implications for
Human Rights. ARTICLE 19, (Jan 25, 2021). https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf.

27 Vargas-Cuentas, Natalia ., Avid Roman-Gonzalez, Robert H. Gilman, Franklin Barrientos, James Ting, Daniela Hidalgo, Kelly
Jensen, and Mirko Zimic. “Developing an Eye-Tracking Algorithm as a Potential Tool for Early Diagnosis of Autism Spectrum Disorder
in Children.” PLOS ONE 12, no. 11 (Nov 30, 2017): e0188826. https://doi.org/10.1371/journal.pone.0188826., Fagherazzi, Guy et al.
“Voice for Health: The Use of Vocal Biomarkers from Research to Clinical Practice.” Digital Biomarkers 5.1 (2021): 78-88. Web.



https://doi.org/10.1145/3442188.3445939
https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf
https://doi.org/10.1371/journal.pone.0188826
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explicit consent, whether from video
platforms like YouTube or, for image-based
biometric prediction models, from sources like
visa applications.?®

These seemingly benevolent technologies are
not only subject to lax regulation around the
use of biometrics and Al in mobile health
contexts,?” but also to “function creep,” where
technology (and in particular, mathematical
models) developed for one specific purpose
become monetized and deployed across other
contexts.®® For example, a biometric voice
system that purports to detect mental distress
or anxiety markers, or an eye-tracking tool
that tracks attention and “nervousness” for
use in a clinical setting can then be then
repurposed for “Al lie detectors” used in law
enforcement and military contexts.*

As we learned from speaking with
researchers, ethicists, and industry experts,
there are very real functionality limitations
and genuine concerns  around  the
reproducibility of such technologies’ results.
Not only do they often rely on imprecise
science and experiments whose results cannot
be consistently reproduced, but they also
exacerbate and exaggerate existing social
inequities, rather than delivering on nebulous
claims of alleviating such issues. Additionally,
the nature of biometric data capture and
storage can often infringe on existing

privacy laws and consent, e.g., voice capture
in the field can result in collecting
background voices from people who have not
consented to being recorded.

We heard from our expert interviewees about
their concerns around the use of biometric
technologies to striate social groups or
deepen inequity, particularly when these
technologies help gatekeep state benefits
during fiscal austerity or further criminalize
marginalized populations already subject to
state abandonment. Given the growing use of
many “soft” biometric technologies in law
enforcement, we also point to the very shaky,
often redrawn line between what is considered
“criminal” or not, and how the only consistent
output of such technologies is the
reproduction of existing biases around who is
inherently criminalized.

28 See Keyes, Os; Nikki Stevens, and Wernimont Jacqueline, “The Government Is Using the Most Vulnerable People to Test Facial
Recognition Software,” Slate, (Mar 17, 2023)._https://slate.com/technology/2019/03/facial-recognition-nist-verification-testing-

data-sets-children-immigrants-consent.html, and Keyes, Os, and Jeanie Austin. “Feeling Fixes: Mess and Emotion in Algorithmic

Audits.” Big data & society 9.2 (2022): 205395172211137-. Web.

29 Nurgalieva, Leysan, David O’Callaghan, and Gavin Doherty. “Security and Privacy of MHealth Applications: A Scoping
Review.” |IEEE Access 8 (2020): 104247-68. https://doi.org/10.1109/ACCESS.2020.2999934.

30 Mordini, E., & Massari, S. (2008). Body, biometrics and identity. Bioethics, 22(9), 488-498. https://doi.org/10.1111

/1.1467-8519.2008.00700.

31 Boguslaw, Daniel. “Lie Detector Firm Lobbies CIA, DOD on Automated Eye-Scanning Tech.” The Intercept. (Apr 7, 2023). https://
theintercept.com/2023/04/07/lie-detector-dod-cia-converus/; Murphy, Brett. “They Called 911 for Help. Police and Prosecutors

Used a New Junk Science to Decide They Were Liars.” ProPublica, (Dec 28, 2022). https://www.propublica.org/article/911-call-
analysis-fbi-police-courts; Voice Stress Analyzer. Seclntel. https://www.secintel.com/ecom-prodshow/voice_stress analyzer.html.
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https://slate.com/technology/2019/03/facial-recognition-nist-verification-testing-data-sets-children-immigrants-consent.html
https://doi.org/10.1109/ACCESS.2020.2999934
https://doi.org/10.1111/j.1467-8519.2008.00700
https://doi.org/10.1111/j.1467-8519.2008.00700
https://theintercept.com/2023/04/07/lie-detector-dod-cia-converus/
https://theintercept.com/2023/04/07/lie-detector-dod-cia-converus/
https://www.propublica.org/article/911-call-analysis-fbi-police-courts
https://www.propublica.org/article/911-call-analysis-fbi-police-courts
https://www.secintel.com/ecom-prodshow/voice_stress_analyzer.html
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WHY BIOMETRIC TECH IS ABLEIST

In the context of biometric technologies and
their regulation, it is important to have a
framework that accommodates the complex
lived realities of people encountering these
technologies on the ground. In the process of
researching this report and through interviews
with experts, while we found a general
agreement that biometric surveillance should
be regulated in some way, an overarching
theme we heard from some interviewees was
an insistence that biometric technologies that
purport to diagnose or classify emotion and
affect should be regulated in a more lax
manner, given their potential for helping
people with illness, disability and other clinical
or therapeutic uses. While the degree of
regulation is debated by experts, academics,
and industry researchers, there are broader
claims from some research scientists that
regulation would infringe upon the rights of
disabled to people to access these
technologies; an argument that has been
framed around negative and positive rights.*

This report seeks to foreground disability and
the claims of biometric technologies to
diagnose and cure in critical terms. The term
“disability justice” was coined by activists
Patty Berne, Mia Mingus, and Stacey
Milbern.*® As a framework, it builds upon the
disability rights movement, advocating for
disabled people in the context of the social
model of disability, as well as the interlocking
systems of oppression that disabled people

face. The social model of disability is counter
to the medical model (a form of viewing
disability through an individual, medicalized
lens that needs to be solved or cured for), and
understands how society constructs disability
as a condition.

For example, if someone in a wheelchair
cannot get to the door because there are only
stairs, the medical model of disability sees the
issue as being that this person is disabled and
needs prosthetics. The medical model of
disability gives rise to what Liz Jackson, Alex
Haagaard, Rua Williams, and others term a
“disability dongle,” a seemingly innovative
solution or object created by designers and
engineers despite concerns from disabled
persons.® On the other hand, the social model
of disability sees the issue as being that
society has not created alternative forms of
access for the person using a wheelchair, such
as a ramp.*®

Disability justice builds upon disability rights
work on creating forms of access. Disability
justice  activists also  advocate  for
understanding the complex, intersectional,
and diverse experiences of disability based on
race, gender, class, and immigration status.
At the heart of disability justice is a focus on
countering ableism, as well as recognizing that
experiences of disability are not a monolith.

32 “Neuroethics: An Ethics of Technology, with Dr. Joseph Fins.” Accessed (May 25, 2023). https://www.carnegiecouncil.org/

media/series/aiei/neuroethics-ethics-technology-joseph-fins.

33 For an overview definition of disability justice, see Associated Students Commission on Disability Equity https://code.as.ucsb.
edu/what-is-disability-justice/, which draws upon Berne, Patty, “Disability Justice — a working draft”, Sins Invalids, (Jun 10, 2015).

https://www.sinsinvalid.org/blog/disability-justice-a-working-draft-by-patty-berne.
34 Jackson, Liz, Haagaard, Alex and Williams, Rua. Disability Dongle. Platypus, (Apr 19, 2022). https://blog.castac.org/2022/04/

disability-dongle/.

35 Bailey, Moya, and Izetta Autumn Mobley. “Work in the Intersections: A Black Feminist Disability Framework.” Gender & Society
33, no. 1(Feb 1, 2019): 19-40. https://doi.org/10.1177/0891243218801523.
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In talking to disability justice advocates, as
well as advocacy groups representing those
whose medical and mental health conditions
such technologies ostensibly “help,” we were
introduced to the concept of “curative
violence,” a key tactic of ableism. Curative
violence describes an ethics of cure where
“curing” a disability or disease is seen as so
innately desirable that the subject is destroyed
through the curative process.* The concept
reveals how many of the ethics systems deeply
embedded within biometric technologies
research and development are “normative
ethics,” relying on statistical definitions of
what is “normal” versus what is “deviant.”’
In turn, they often tie disability to
justifications for perpetuating inequity along
gender, race, and sexual orientation lines.®

Disability justice recognizes how ableism
intersects with other systems such as racism
and sexism. Vanessa Thompson’s research on
racialised groups in the E.U., for example,
examines how “racialized people who identify
or are categorized as mad, neurodiverse,
mentally ill, psychiatric survivors, and
disabled are particularly vulnerable to police
harassment and violence.”*® Ableism affects
everyone, and is tied into assumptions of who
is considered “deserving” of state benefits.
For example, the complex, fraught
relationship that transgender communities
face as part of biometric identity verification
in India’s Aadhaar system, which governs
access to state benefits, means complying

with dominant, inherently discriminatory state
conceptions of gender and physiology.*

Such normative ethics rely on notions of
individual privacy and of consent (e.g.,
end-user licensing agreements, written
consent) as regulatory mechanisms, rather
than on more expansive frameworks that
protect vulnerable populations and over-
surveilled marginalized groups who have a
steep power differential with the state, such
as migrants. Additionally, adhering to such
normative ethics casts vulnerable groups,
such as disabled persons and migrants, as
subjects of biometric research and innovation,
rather than as researchers and active
participants in the process. This barrier to
treating vulnerable groups as co-designers of
the technology further impedes opposition to
the argument that the “positive potential” of
emergent biometric technologies potentially
outweighs their harms.

As we unpack in this report’s specific case
studies, these harms cannot be addressed
without centering marginalized communities,
such as the disabled community, throughout
the building of these technologies. The
currently dominant approach of consulting
with these communities at the last minute as
research subjects or end users is untenable,
and will only continue to reproduce harm
regardless of other types of regulatory
interventions. In addition to expanding ideas
of consent and rethinking privacy, we will

36 Kim, Eunjung. Curative Violence : Rehabilitating Disability, Gender, and Sexuality in Modern Korea. Durham: Duke University Press,
(2016). Web. 37 Moura, I. (2023). https://read.dukeupress.edu/books/book/9/Curative-ViolenceRehabilitating-Disability-Gender.

37 Moura, I. (2023). Encoding normative ethics: On algorithmic bias and disability. First Monday, 28(1). https://doi.org/10.5210/

fm.v28i1.12905 (Original work published Jan 16, 2023).

38 Bayton, Douglas. Disability and the Justification of Inequality in American History. Social Welfare History Project, (February 10,
2014). https://socialwelfare.library.vcu.edu/woman-suffrage/disability-justification-inequality-american-history/.

39 Thompson, Vanessa E. “Policing in Europe: Disability Justice and Abolitionist Intersectional Care.” Race & Class 62, no. 3 (Jan 1,

2021): 61-76. https://doi.org/10.1177/0306396820966463.

40 Raj, Arushi, and Fatima Juned. “Gendered Identities and Digital Inequalities: An Exploration of the Lived Realities of the
Transgender Community in the Indian Digital Welfare State.” Gender & Development 30, no. 3 (Sep 2, 2022): 531-49. https://doi.

org/10.1080/13552074.2022.2131250.
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discuss recommendations for regulation along structural conditions need to be addressed
the lines of “capacity” for responsible use of before implementing technological solutions,
technologies, rather than the “potentials” of and how marginalized communities view bans
responsible use. We will also consider how on biometric technologies.

EXAMINING THE BIOMETRIC BODY

For this report, we interviewed eight key experts:

Silke Rudolph, Heta Pukki, and Imke Heuer; Dr. Beth Semel, Princeton University.

European Council of Autistic People.
Dr. Abel Wajnerman Paz, Pontifical Catholic

Dr. Johnathan Flowers, California State University of Chile.

University, Northridge.
Dr. Rafael Yuste, Columbia University.

Dr. Guy Fagherazzi, Deep Digital Phenotyping
Unit, Luxembourg Institute of Health.

Additionally, we spoke to Robert Ochshorn, CTO of Reduct.video for technical insights into voice
processing technologies.

Technologies that we spotlight include:

Voice analytics, the origins of voice affect in Eye tracking in VR/AR settings, the
medical studies and the function creep of development of eye tracking technologies for
affect in voice “Al polygraphs.” medical and educational settings, and the

function creep of eye tracking in
Neurotechnology, the development of such “Al polygraphs.”

technologies for medical settings, and the
debates around the emerging movement to
recognize “neurorights.”

We also look at voice recognition and gait analysis, two types of technologies already deployed in
the field, in order to highlight existing privacy and data protection issues.

Within each section of our biometric technology matrix, we look at the existing state of research,
guestions of explainability, and the future of these technologies, highlighting key reflections from our
expert interviews in each section.
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Iris scan recognition

Voice recognition

Unique body odor
identification

Finger print, palm
print, palm vein
identification

N/A (not static)

The Digital Phenotype

SOFT BIOMETRICS

Eye disease (many
eye diseases are very
noticeable even just
from a flash photo)

SOFT BIOMETRICS

Voice analysis to
detect emotional
state, disease, and
depression via
“voice biomarkers”

SOFT BIOMETRICS

Body odor analysis
for health

SOFT BIOMETRICS

Blood pressure used
for digital health,
“lie detectors,” and
glucose monitoring

SOFT BIOMETRICS

SOFT BIOMETRICS

Urine and fecal
analysis for disease

Face recognition

Breath recognition

N/A (ECG is not static)

Wrist identification
(PPG Photo-
plethysmography)
used often for
images of terrorists,
actigraphy,

and proximity

Gait analysis
recognition (not
super accurate)

SOFT BIOMETRICS

EEG/ECG for
emotional and
mental state

SOFT BIOMETRICS

BMI (Body Mass Index)
detection with
face photographs

SOFT BIOMETRICS

Breath analysis for
health (nutrition,
alcohol, etc.)

SOFT BIOMETRICS

ECG analysis for
heart disease

SOFT BIOMETRICS

Genomics and
precision medicine
(married with EHR)

SOFT BIOMETRICS

Actigraphy is common
in Fitbit or other wrist
worn health data

SOFT BIOMETRICS

Gait analysis for
physical therapy
and disease
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Low-tech, soft biometrics
%Voice biomarkers

In 2022, as global rates of anxiety, depression,
and other mental health illnesses increased by
25 percent* from pre-pandemic levels, a small
company named Kintsugi filed clinical trial
applications to develop technology for detecting
anxiety, depression, and mood disorders from
what it termed *“vocal biomarkers.” Based in
Berkeley, California, Kintsugi is not a unique
byproduct of the Bay Area, but rather part of a
growing global, post-pandemic trend of
Al-based telehealth apps becoming normalized
through large amounts of capital investment.*
“Digital phenotyping” — the idea that digital
products and data could be used for early
detection of disease, as well as public health
surveillance — is not new, either. Coined by
Sachin Jain in 2015, digital phenotyping has
also appeared in non-medical contexts such as
the quantified self movement (a loose coalition
of people and organizations interested in self-
health tracking through activity monitors and
emerging tech devices).*® Voice technologies
appeared to be a particularly promising
direction for telehealth, given the ease of
adoption and data capture, the widespread use
of mobile phones, and the vast coverage of
commercial wireless grids. Capturing voice
data can happen with a range of “low-tech”
devices, including non-smartphones.*

According to researcher Dr. Guy Fagherazzi,
the vocal biomarkers field is “booming (...)
Everyone is interested [in] collecting voice
[data] and trying to find vocal biomarkers, but
at the moment it’s pretty much the ‘far west’;
everyone is doing whatever he or she can to
develop their own research. And there is no
standardization yet.” Although research on
detecting the presence of neurodegenerative
disorders in the human voice began about 30
years ago, the combination of audio signal
processing, Al, and deep learning have
opened up new opportunities in voice
technologies over the past few years.

Dr. Beth Semel explained that a voice
“biomarker” is only “mathematically legible in
the waveform of a speech (...) a very subtle
statistical wrinkle. It doesn’t matter what the
person is saying, the argument is that vocal
biomarkers as an indicator of mental distress
are language-agnostic, and expressed by the
anatomical fact of producing language.”

In a generalized outline of the vocal biomarker
development process:*

“Raw” voice data is collected; patients
ideally read pre-specified text or use
sustained vowel formation (e.g., saying
“Ahhhh”) for as long as possible.
Researchers are increasingly using “free
speech” or unstructured audio recording
as data.

41 WHO, World Mental Health Report: Transforming mental health for all, (Jun 16, 2022). https://www.who.int/publications-detail-

redirect/9789240050860.

42 Williams, Ingrid K., “Can A.l.-Driven Voice Analysis Help Identify Mental Health Disorders?”, The New York Times, (Apr 5, 2022).
https://www.nytimes.com/2022/04/05/technology/ai-voice-analysis-mental-health.html.

43 Jain, Sachita, Brian W. Powers, Jared B. Hawkins and John S. Brownstein, “The digital phenotype”, Nature Biotechnology 33,
(May 12, 2105). https://www.nature.com/articles/nbt.3223, and for more on the quantified self movement, see G. Wolf. What is

The Quantified Self, (March 2011). https://quantifiedself.com/2011/03/what-is-the-quantified-self/.
44 WHO, mHealth: New horizons for health through mobile technologies, Volume 3. https://www.afro.who.int/publications/

mhealth-new-horizons-health-through-mobile-technologie.

45 Thomas JA, Burkhardt HA, Chaudhry S, Ngo AD, Sharma S, Zhang L, Au R, Hosseini Ghomi R. Assessing the Utility of Language
and Voice Biomarkers to Predict Cognitive Impairment in the Framingham Heart Study Cognitive Aging Cohort Data. J Alzheimers
Dis. 2020;76(3):905-922. doi: 10.3233/JAD-190783. PMID: 32568190., Interview with Dr. Fagherazzi, Singh, Rita. Profiling Humans
from Their Voice. 1st ed. 2019. Singapore: Springer Singapore, (2019). Print.
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Audio recordings are processed and
transformed to account for background
sound and quality, including feature
extraction to find key waveform
expressions of elements of human speech
(e.g., changes in pitch).

Recordings are fed into machine learning
models, training algorithms to predict
different health outcomes, symptoms,
and diseases.

Recent examples of biomarkers include the
detection of COVID-19 via voice recording
data, particularly with regards to sounds of
coughing and hoarseness.* Reproducibility in
these research settings has been a significant
issue, as we discuss below. Other applications
of voice biomarkers include the automated
detection of diobetes and dementia via
voice.” All of these research studies into voice
biomarkers, whether in industry or academia,
rely on voice as a physiological and psychomotor
phenomenon, whereby physical changes or
diseases instantiate changes in the voice.*

In Rita Singh’s often-cited work, “Profiling
Humans from Their Voice,” voice is cast as a
biological acoustic phenomenon based on
theories of voice production that border upon
the now-discredited fields of phrenology and
physiognomy. Sometimes referred to under

the umbrella of “race science,” humans’
physical features were treated in both fields
as indicative of intelligence and other
cognitive  characteristics or capabilities.
Singh’s work uses size of vocal tract, larynx,
age, vocal cord health, and most troublingly,
the “race” of a person to make these
assessments; e.g. defining “Mongoloid
skeletal structures” which create differences in

skull  types.*” In contrast to these
re-instantiations of phrenology, many other
scholars, particularly linguists, have

emphasized the ways that pitch, pauses, tone,
and emphasis (prosody) in a speaker’s
“natural” voice are not only socially produced,
but also subject to change. For instance, in the
face of “linguistic racism,” many people adjust
and change their voice, implementing “code-
switching” practices to be more “neutral”*® —
even as the definition of a “neutral” speaking
voice is culturally determined.®’

Looking to the future, Dr. Fagherazzi believes it
may take another five years of clinical trials
before such voice biomarker diagnostic tools
are commercialized and become subject to
approval by regulatory agencies such as the
European Medicines Agency (EMA) or the U.S.
Federal Drug Administration (FDA). Beyond
medical regulatory authorities, regulatory
bodies are now looking to govern data use and
handling in these biometric systems, as well as

46 Anthes E. Alexa, do | have COVID-19? Nature. (October 2020) ;586(7827):22-25. doi: 10.1038/d41586-020-02732-4. PMID:
32999487. https://pubmed.ncbi.nlm.nih.gov/32999487/.

47 Thomas JA, Burkhardt HA, Chaudhry S, Ngo AD, Sharma S, Zhang L, Au R, Hosseini Ghomi R. Assessing the Utility of Language
and Voice Biomarkers to Predict Cognitive Impairment in the Framingham Heart Study Cognitive Aging Cohort Data. J Alzheimers
Dis. (2020);76(3):905-922. doi: 10.3233/JAD-190783. PMID: 32568190.

48 Quatieri, T. F. (Thomas F.). Discrete-Time Speech Signal Processing : Principles and Practice. Upper Saddle River, NJ: Prentice Hall,
(2002). Print. Singh, Rita. Profiling Humans from Their Voice. 1st ed. 2019. Singapore: Springer Singapore, (2019). Print.

49 ibid. Also see the NeurlPs paper from Rita Singh’s lab that attempts to reconstruct facial features using voice, based on these

phrenological assumptions. Wen, Yandong, Rita Singh, and Bhiksha Raj. “Reconstructing Faces from Voices.” arXiv, (May 31, 2019).
https://doi.org/10.48550/arXiv.1905.10604.
50 Chan, Wilfred “The Al startup erasing call center worker accents: is it fighting bias — or perpetuating it?” The Guardian, (Aug 24,

2022)._https://www.theguardian.com/technology/2022/aug/23/voice-accent-technology-call-center-white-american and Dovchin,

Sender, “Introduction to special issue: linguistic racism”, Journal of Bilingual Education and Bilingualism, (May 29, 2020). https://
www.tandfonline.com/doi/full/10.1080/13670050.2020.1778630.
51 Aneesh, A. (Aneesh). Neutral Accent : How Language, Labor, and Life Become Global. Durham. Duke University Press, (2015). Print.
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examining emerging questions of digital
consent. In the U.S., Biometric Information
Privacy Acts (BIPA) in several states address
the collection of such data, and in the E.U. the
GDPR provides individual rights in relation to
data collection and processing in biometric
systems, which includes protections for voice
data.”? Yet this limited focus on individual
rights often fails to address societal- and
community-level harms propagated by these
technologies, as we will discuss shortly.

21)Gait analysis

¢ owdl

Gait analysis algorithms have been proposed
as a form of biometric identification, as well
as for use in classification settings — whether
to label a person as a potential terrorist
“threat,” or to classify if someone has a
neurodegenerative disease.>

Gait is generally defined by how a person walks.
Traditionally, visual gait analysis without the
help of a computer has been done in
biomechanical studies to determine if a person
has gait abnormalities; for example, in
orthopedic settings or to determine soft tissue or
bone abnormalities.* Gait data can be collected
by cameras or smartphone accelerometers.*
Given the non-invasive nature of data
collection, gait analysis biometric systems could
have implications for privacy if data is easily
gathered in public places without consent.>

Full body motion tracking systems developed
for entertainment or video game playing
purposes (e.g., computer vision tracking a body
to control an avatar) overlaps with
development of gait analysis algorithms
(computer vision tracking of a body and body
segments) — for example, the common use of
Microsoft Kinect for playing video games and
also markerless body tracking and gait
analysis. Gait analysis is an example of
biometric systems’ potential “function creep.”®’

52 Where voice data would “allow or confirm unique identification” it would be classed as ‘biometric data’ under the GDPR, and
subject to strong protections under Article 9 when used for the purpose of identification. In cases where it was used for profiling

or categorisation rather than identification, it would still be classed as personal data and data subjects would retain their rights in
relation to it.

53 Priyanka Chaurasia, Pratheepan Yogarajah, Joan Condell, Girijesh Prasad, David Mcllhatton & Rachel Monaghan (2015)
Biometrics and counter-terrorism: the case of gait recognition, Behavioral Sciences of Terrorism and Political Aggression, 7:3,
210-226, https://doi.org/10.1080/19434472.2015.1071420. Barth, Jens, Jochen Klucken, Patrick Kugler, Thomas Kammerer, Ralph
Steidl, Jirgen Winkler, Joachim Hornegger, and Bjérn Eskofier. “Biometric and Mobile Gait Analysis for Early Diagnosis and Therapy

Monitoring in Parkinson’s Disease.” In the 2011 Annual International Conference of the IEEE Engineering in Medicine and Biology
Society, 868-71, (2011). https://doi.org/10.1109/IEMBS.2011.6090226.
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e.V.. (S. 57-66).

56 Yoo, Jang-Hee, and C.J. Harris. Extracting Human Gait Signatures by Body Segment Properties, (2002). https://doi.org/10.1109/
|A.2002.999885. Boulgouris, N.V., D. Hatzinakos, and K.N. Plataniotis. “Gait Recognition: A Challenging Signal Processing
Technology for Biometric Identification.” IEEE Signal Processing Magazine 22, no. 6 (November 2005): 78-90. https://doi.
org/10.1109/MSP.2005.1550191.

57 Kinect, a popular camera used for the Xbox can be used to perform body tracking as well as gait analysis. M. Gabel, R.

Gilad-Bachrach, E. Renshaw and A. Schuster, “Full body gait analysis with Kinect,” (2012) Annual International Conference

of the IEEE Engineering in Medicine and Biology Society, San Diego, CA, USA, (2012), pp. 1964-1967, https://doi.org/10.1109/
EMBC.2012.6346340. Sra, Misha, and Chris Schmandt. “MetaSpace: Full-Body Tracking for Immersive Multiperson Virtual Reality.”
In Adjunct Proceedings of the 28th Annual ACM Symposium on User Interface Software & Technology, 47-48. UIST *15 Adjunct.



https://doi.org/10.1080/19434472.2015.1071420
https://doi.org/10.1109/IEMBS.2011.6090226
https://doi.org/10.1109/IAI.2002.999885
https://doi.org/10.1109/IAI.2002.999885
https://doi.org/10.1109/MSP.2005.1550191
https://doi.org/10.1109/MSP.2005.1550191
https://ieeexplore.ieee.org/document/6346340
https://ieeexplore.ieee.org/document/6346340

Bodily harms: mapping the risks of emerging biometric tech | 2|

Low-tech, hard biometrics
13. Voice recognition

The processing of vocal outputs in the “vocal
biomarker” field, as well as the extraction of
statistics from human voice for “diagnostic”
capacities, relies on hard biometrics of
voiceprint technologies developed within
carceral systems. The original “voiceprint”
voice recognition technologies were
researched and developed by the U.S.
National Security Agency (NSA), with the
intent to monitor people designated as
criminals or of interest to the state during
security events.”® While Apple’s Siri and
Amazon’s Alexa are popular consumer-facing
manifestations of voice recognition and
voiceprint technologies, Securus, a company
that supplies prisons with  voiceprint
technologies, is funded through a U.S.
Department of Defense grant.®* An example of
how such systems are used as “hard”
biometrics in prison involves when they
purport to identify an inmate making a phone
call. Such technologies have increasingly
moved in the direction of “soft” biometrics,
with claims that software like “Voice 1Q” can
detect inmates’ emotions.®°

Similar companies are now securing patents
for their voiceprint products, funded by
military research grants. More troubling than
these companies’ ties to the military is the
reality that without the defense industry and
carceral complex, they simply would not
exist. A core component of such
technologies’ political economy is their
emergence within markets of carceral and
military contractors looking to capitalize on
new parts of the population, beyond those
designated as “criminal” or “insurgent.” Such
“function creep” is extremely concerning,
given the aforementioned Al reproducibility
crisis and the intrinsic inability of machine
learning models to generalize predictive
capacity with acceptable accuracy across
different contexts. For example, a biometric
voice system that purports to detect mental
distress or anxiety markers may be integrated
into “Al lie detectors” deployed by law
enforcement or the military.®?> Coupled with
flawed science and a lack of reproducibility,
deep and irreparable harm is caused when such
systems are tasked with making social decisions.
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High-tech, hard biometrics
@lris scans for ID

The technical development and evolution of
iris  scans exemplifies how anticipatory
governance around biometric technologies is
crucial — in particular, the creation of
regulatory structures that are willing to
outright ban technologies, rather than relying
solely on technical expertise around what is
considered “public” or “private,” intrusive or
non-intrusive. In 2005, technical researchers
declared iris scans to be “invasive,” since
data capture needed to happen within close
range (e.g., centimeters away). Such a
technical constraint meant iris scans were
intrusive and would require some form of
individual consent around privacy.®® But by
2010, iris scan technology was refined to a point
where data acquisition could happen within
meters instead of centimeters, allowing data to
be captured about individuals in a more
generalized, public setting that drew less
attention to how invasive this process remains.®

Iris scans are already used in field conditions,
and narratives around the use of biometrics in
field conditions are particularly interesting.
Somaliland, for example, used iris scanning
technology in its 2017 elections, reported to

be “a high-tech solution that vaults
Somaliland ahead of more connected
countries such as Nigeria and Kenya.®® Upon
closer inspection, Somaliland did not use
biometrics for real-time identification during
the polling process, but rather for
deduplication of voter registrations, to
account for the high-stakes scenario and to
prevent real-time  biometric  failures.®®
Researchers who worked on the voter
deduplication system noted that the iris
scanning process produces errors, and is
affected by eye diseases and the use of
contact lenses.®

In Jordan, the UNHCR and the World Bank
Group’s International Finance Corporation
have deployed Jordanian-built IrisGuard
technology in refugee camps, as well as for
the financial inclusion of Syrian migrants.%®
Access to basic needs is then predicated on
enrolling in these biometric systems. As
Access Now has argued, forcing people with
little recourse, such as refugees, to surrender
private information in exchange for food is
“an affront to human rights standards, and
an insult to human dignity.”® In addition to
the opaque government procurement selection
process for the company that won the contract,
through which Jordan acquired IrisGuard
technology, technical assessments of iris
scanning systems have shown that such

63 Boulgouris, N.V., D. Hatzinakos, and K.N. Plataniotis. “Gait Recognition: A Challenging Signal Processing Technology
for Biometric Identification.” |IEEE Signal Processing Magazine 22, no. 6 (November 2005): 78-90. https://doi.org/10.1109/
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technology, including IrisGuard sensors,
produce uneven results depending on the
data acquisition environment. This includes
variations in lighting, the distance between
the eye and the sensor, and pupil dilation at
the time of collection.”®

We cite these examples of iris scanning
technology to highlight and underscore the
positions of Access Now and other civil
society organizations. Despite claims that this
technology supports human dignity, it is an
affront to basic rights when people are forced
to surrender biometric data in order to access
basic life-sustaining services, and when
vulnerable people’s biometric data is used to
build and improve biometric systems later
sold for profit.”

High-tech, soft biometrics
% Eye tracking

Similar to voice analytics and neurotech, eye
tracking is a research field rife with
contradictory claims. Eye tracking refers to
tracking of the gaze through “saccades” and
“fixations” via the location of the center of

the pupil”? or electrooculography (EOG),
which measures changes in the electronic
signal around the eyeball. This is then
rendered as an “objective” or “scientific”
process by means of precise, physiological
measurement. Although characteristics about
the human eye can be observed and
measured, the utility of such measurements
for making behavioral assessments is not
inherently objective — yet some academic and
industry researchers have asserted that eye
tracking measurements can be mapped onto
attention, emotion, and even diagnoses of
disability such as autism, as well as
correlations to schizophrenia diagnoses and
Alzheimer’s disease.”

Some researchers note that “in spite of the
breadth of existing work, understanding of
eye movement pathologies and what they
indicate is still limited.”” Others purport that
eye tracking can reveal personality traits,
emotional state, and information about a
person’s ethnic background.” As it remains
disputed whether a person’s identity can be
ascertained from simply gaze data itself,
there is an open question around whether
protections for biometric data, such as those
outlined under Article 9 of the GDPR, apply to
such data.”
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With technical advances in Al data processing,
eye tracking equipment is becoming
increasingly common. While Pupil Labs (Berlin)
offers specialized eye-tracking goggles, new
eye-tracking software can now come installed
on regular smartphones.” In workplace,
education, and medical settings, eye tracking
and virtual or augmented reality (VR/AR) in
particular are seen to be potentially valid
automated assessment tools around questions
of attention, skills assessment, and job
training; e.g. to evaluate surgical skills.”

Finally, eye tracking in VR/AR settings can be
used for certain functionalities, like
advertising or for claims around gauging
attention in automobile drivers.”” Gaze data
has been used regularly in “user testing”
scenarios, to gauge where users are looking
on a webpage or app, and increasingly within
apps to allegedly gauge attention to
advertisements.?° Eye tracking, along with
face and full body tracking, has also been
used to control virtual avatars for
entertainment or gaming, or in the case of
“aliveness” detection, in biometric systems. A
concern in these seemingly benign advertising or
entertainment use cases is how such algorithms
can be deployed in other contexts — particularly

around gait analysis — or for other forms of
surveillance, tracking, and profiling.

The proliferation of eye tracking is worrisome
for a number of reasons. Despite the
regulatory gray area eye tracking operates in
as a type of personal, biometric data, and the
pseudo-scientific claims around the ability to
detect emotion and attention from gaze data,
eye tracking is already commercially
available, with little regulation around its use.
When it comes to diagnostic usage, claims
around being able to “diagnose” autism from
eye tracking demand careful attention, given
the complexity and the ways diagnosis is
shaped by care providers’ cultural and social
contexts — from under-diagnosis of autism in
minoritized groups in one country, to the ways
social communication vary by cultures.?' As a
representative from the European Council for
Autistic People (EUCAP) stated, “[Diagnosis] is
something which can’t be separated from culture
[and] also can’t be separated from the individual
approach of the person diagnosing, because (...)
that will also differ even within a culture. | think
you can’t get rid of that with autism.”

no. 1, (Jan 1, 2023), pp. 95-102, https://doi.org/10.1109/mprv.2022.3228660.
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e "-jj Neurotech

Broadly conceived, neurotechnology can be
categorized as implantable/invasive (embedded
within the body) or non-implantable/non-invasive
(e.g., wearable headsets) devices that collect and
evaluate data on brain activity. As with other
examples shared in this paper, machine learning
(ML) is used to process and make assessments
about data on brain activity (neural data),
despite many researchers’ inability to fully
explain the mechanisms behind certain brain
activity from which ML models are identifying
patterns. The form that neurotech can take
ranges from deep brain stimulators, to neural
dust, to wearables,®? with applications ranging
from medical uses through to commercial
applications such as gaming. Within this report,
we label neurotech as “high-tech,” given the
advanced level of specialized expertise and
medical-grade approvals required to produce
and, in some cases, surgically implant the
technology. We also categorize it as a type of
“soft” biometrics for its uses that capture and
make judgments on behavioral attributes.

As with eye-tracking and other biometric systems,
military support for neurotech is a core part of
how research and development of this technology
has been funded. The defense industry is also a
site of proposed uses, and a driver of the
emerging perception that a global advantage in
neurotech could contribute to U.S. military and

economic supremacy. Programs such as the U.S.
BRAIN Initiative®® and DARPA N3% demonstrate
how military interest in neurotech leads to the
creation of defense-oriented hubs where
academic researchers, industry actors, and
other stakeholders convene and develop shared
visions for the future of neurotech.

Many of the fears current researchers hold
about the future of neurotech involve
extrapolations  about  what  present-day
advances herald for the not-too-distant future.
In an interview for this report, Dr. Rafael Yuste,
a leading figure in the “neuro rights”
movement, cited studies in which researchers
have been able to decode speech®® and
attempts at handwriting® in people with
impaired speaking and movement as indications
of the capabilities that machine learning
methods such as neural networks have made
possible — far earlier than researchers originally
projected. Likewise, he raised the example of
research using technology for brain stimulation
to enhance memory in older people as a
potential site of future inequality between
people who have access to memory
enhancement and those who do not.¥

Concerns about the ability both to “read”
neural data and to “write” data to the brain
have sparked the development of the neuro
rights movement as a preemptive response to
the future growth of the market for both
invasive and non-invasive neurotechnology.
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WHAT ARE NEURO RIGHTS?

In 2017, a collective of neuroscience and Al researchers,
along with representatives from neurotech firms, published
an article in Nature laying the foundations for what would
later become a core set of “neuro rights:” rights they argued
should be championed at an international level to prevent
the worst possible outcomes from neurotech’s widespread
adoption. The five neuro rights of identity, free will, mental
privacy, augmentation, and protection from algorithmic
bias draw inspiration from existing human rights and medical
regulations.®® Yet they seek to raise the stakes of non-
adherence early enough that firms are disincentivized from
violating these principles. In Dr. Yuste’s estimation, efforts to
persuade eight ma