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Chair Lina Khan 

Commissioner Rohit Chopra 

Commissioner Rebecca Slaughter 

Commissioner Noah Phillips 

Commissioner Christine Wilson 

 

Federal Trade Commission 

600 Pennsylvania Ave., N.W. 

Washington, D.C. 20580 

 

Chair Khan and Commissioners Chopra, Slaughter, Phillips, and Wilson: 

 

We, the undersigned civil rights, civil liberties, and consumer protection organizations, 

write to bring your attention to the urgent need for the Federal Trade Commission to 

protect civil rights and privacy in data-driven commerce. The Internet is an irreplaceable 

venue for free expression, trade, employment and housing opportunities, banking, 

education, entertainment, and, of course, civic engagement. As courts have recognized 

for decades and recently reaffirmed, privacy rights are civil rights1 and commercial data 

practices are inextricably intertwined with equal opportunity.2 

 

We ask the FTC to (1) initiate rulemaking and take other appropriate actions to regulate 

unfair and deceptive commercial data practices such as those discussed below; (2) 

create an Office of Civil Rights; and (3) commit greater resources to aggressively 

enforce against unfair and deceptive practices. We urge the FTC to use all tools at its 

disposal. 

 

Unfair and Deceptive Commercial Data Practices Cause Substantial Harm 

 

As has been extensively documented by independent researchers, journalists, courts, 

companies, and this Commission, unfettered data practices employed single-mindedly 

for private gain cause significant harm to the public. Tech companies directly cause or 

contribute to many of these harms. Like the sprawling consequences of historic 

redlining, other harms arise as negative externalities (including downstream effects) 

from data-exploitative business models and the market incentives they create. 

Addressing direct harms and changing incentives will have positive effects for the 

Internet ecosystem as a whole. 

                                           
1 See Am. for Prosperity Found. v. Bonta, __ S.Ct. __, 2021 WL 2690268, *6 (July 1, 2021) (discussing 
NAACP v. Alabama, 357 U.S. 449 (1958)). 
2 See Leaders of a Beautiful Struggle v. Baltimore Police Dept., __ F.4th __, 2021 WL 2584408, *14 (4th 
Cir. June 24, 2021) (en banc) (Gregory, C.J., concurring) (discussing how past redlining of Baltimore 
continues to affect resource distribution and public well-being, including “investment in construction; 
urban blight; real estate sales; household loans; small business lending; public school quality; access to 
transportation; access to banking; access to fresh food; life expectancy; asthma rates; lead paint 
exposure rates; diabetes rates; heart disease rates” and more.). 
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Harms to Civil Rights and Equal Opportunity 

1) Automated decision-making systems produce and reproduce new and longstanding 

patterns of discrimination in recruiting, employment, finance, credit, housing, K-12 

and higher education, policing, probation, healthcare, as well as the promotion of 

key services through digital advertising. 

a. Ex.: Facebook has been sued by advocates and the U.S. government for 

enabling discrimination by allowing advertisers to restrict ad viewership by 

race, religion, national origin, and other protected characteristics. Google and 

Twitter have similarly been investigated by HUD for housing discrimination.  

2) Unscrupulous political operatives and foreign adversaries have used conventional 

advertising and targeting tools on social media platforms to interfere with U.S. 

elections and engage in voter suppression. Social media plays a key role in 

disinformation campaigns that spread conspiracy theories, threaten election 

integrity, and lead to violence such as the January 6 attack on the U.S. Capitol.  

3) Disinformation campaigns in non-English languages are particularly rampant due to 

disregard by major platforms such as Facebook. The ability to target these types of 

campaigns depends on the privacy-invasive architecture of social media platforms. 

4) Platform design choices routinely enable discrimination within important consumer 

services and workplaces.  

a. Ex: Airbnb enabled landlords to reject prospective guests with what were 

perceived to be distinctly Black names at higher rates than guests with what 

were perceived to be distinctly white names. 

b. Ex: Uber enabled drivers to discriminate against passengers with what were 

perceived to be distinctly Black names and provide more expensive services 

to women passengers. Uber likewise used biased consumer-reviews to make 

workplace decisions that may violate civil rights. 

5) Social media firms’ algorithmic design choices create pathways to white supremacy, 
which can lead to violence and deprivation of civil rights.  

a. Ex: An internal Facebook study obtained by the Wall Street Journal noted that 

“64% of extremist group joins are due to our recommendation tools...our 
recommendation systems grow the problem.” 

b. Ex: YouTube video recommendations systemically recommend harmful and 

progressively more extreme content to viewers, creating pathways to 

radicalization. 

6) Firms reify and advance existing social prejudices, particularly racism, throughout 

technology and online services, including through search engine and other predictive 

https://www.demos.org/sites/default/files/2021-05/Demos_%20D4BL_Data_Capitalism_Algorithmic_Racism.pdf
https://www.upturn.org/static/reports/2018/hiring-algorithms/files/Upturn%20--%20Help%20Wanted%20-%20An%20Exploration%20of%20Hiring%20Algorithms,%20Equity%20and%20Bias.pdf
https://link.springer.com/article/10.1007/s40685-020-00134-w#Abs1
http://faculty.haas.berkeley.edu/morse/research/papers/discrim.pdf
https://cpb-us-e1.wpmucdn.com/sites.suffolk.edu/dist/3/1172/files/2014/01/Rice-Swesnik_Lead.pdf
http://blogs.law.columbia.edu/hrlr/files/2020/11/251_Schneider.pdf
https://cdt.org/insights/algorithmic-systems-in-education-incorporating-equity-and-fairness-when-using-student-data/
https://www.nytimes.com/2020/08/20/world/europe/uk-england-grading-algorithm.html
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.nytimes.com/2020/02/06/technology/predictive-algorithms-crime.html
https://science.sciencemag.org/content/366/6464/447
https://www.aclu.org/blog/womens-rights/womens-rights-workplace/facebook-settles-civil-rights-cases-making-sweeping
https://www.nytimes.com/2019/03/28/us/politics/facebook-housing-discrimination.html
https://www.washingtonpost.com/business/2019/03/28/hud-charges-facebook-with-housing-discrimination/
https://www.ftc.gov/news-events/press-releases/2019/12/ftc-issues-opinion-order-against-cambridge-analytica-deceiving
https://www.intelligence.senate.gov/sites/default/files/documents/Report_Volume2.pdf
https://www.ftc.gov/news-events/press-releases/2019/07/ftc-imposes-5-billion-penalty-sweeping-new-privacy-restrictions
https://www.ftc.gov/news-events/press-releases/2019/07/ftc-imposes-5-billion-penalty-sweeping-new-privacy-restrictions
https://www.eipartnership.net/report
https://www.eipartnership.net/report
https://www.justsecurity.org/77022/january-6-clearinghouse/
https://www.theguardian.com/technology/2021/mar/16/facebook-spanish-language-disinformation-congress
https://www.aeaweb.org/articles?id=10.1257/app.20160213
https://www.nber.org/system/files/working_papers/w22776/w22776.pdf
https://www.nber.org/system/files/working_papers/w22776/w22776.pdf
https://onlinelibrary.wiley.com/doi/abs/10.1002/poi3.153
https://www.wsj.com/articles/facebook-knows-it-encourages-division-top-executives-nixed-solutions-11590507499?mod=hp_lead_pos5
https://assets.mofoprod.net/network/documents/Mozilla_YouTube_Regrets_Report.pdf
https://dl.acm.org/doi/abs/10.1145/3351095.3372879
https://datasociety.net/library/alternative-influence/
https://www.wired.com/story/google-autocomplete-vile-suggestions/
https://arxiv.org/pdf/2004.09456.pdf
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text results, voice technologies, facial analysis,  and other biometric and visual 

processing techniques. 

7) Workers are increasingly monitored through digital surveillance programs in and 

beyond the place of employment, raising novel questions as to whether and how 

these applications enable exploitation and discrimination. Tech firms dehumanize 

workers through intrusive surveillance and intermediating working relationships with 

opaque, sometimes degrading workplace management software. 

8) Delivery service drivers protested a nearly-invisible method of pay calculation that 

put customers’ tips toward guaranteed minimum wages. 

9) Platform companies use “psychological tricks” on workers, not dissimilar to the dark 
patterns used on consumers, to maximize company growth. 

10) Facial recognition and other biometric surveillance technologies erode civil liberties, 

particularly for Black and Brown communities. The biases in these technologies and 

their use by law enforcement have led to traumatic violations of civil liberties, 

including a number of recent wrongful arrests of innocent Americans misidentified by 

faulty facial recognition software. 

11) Ambient state and private surveillance in public spaces has a chilling effect on basic 

freedoms and disproportionately affects Black and Brown communities. 

Harms to Consumer Protection and Invasions of Privacy 

1) Digital firms employ “dark pattern” techniques to confuse and exploit consumers, 

including intentionally complicating the process of opting-out of data collections. 

2) Digital firms use similar designs to trick consumers into sharing personal data or 

buying services they may not want. 

3) Digital firms use similar designs to obscure pricing and fee structures for services up 

front. 

4) Digital firms use similar designs and practices to make it difficult for consumers to 

change privacy settings, delete accounts, or cancel services.  

5) Amazon has labeled as “Amazon’s Choice” or sold from its warehouses products 

that are deceptively labeled, or have been declared unsafe or banned by federal 

regulators. 

6) E-commerce sites like Amazon and Google have continued to sell items they 

promised to ban, such as pill presses that have been used to manufacture 

counterfeit prescription drugs or firearm accessories. 

7) Millions of businesses listings on mapping sites are fraudulent with analysts cited by 

the WSJ estimating up to 11 million listings on Google maps may be false listings. 

https://arxiv.org/pdf/2004.09456.pdf
https://www.pnas.org/content/117/14/7684
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
https://www.wired.com/story/when-it-comes-to-gorillas-google-photos-remains-blind/
https://www.wired.com/story/when-it-comes-to-gorillas-google-photos-remains-blind/
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2746211
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2746211
https://www.researchgate.net/publication/319965259_Hands_on_the_wheel_Navigating_algorithmic_management_and_Uber_drivers%27_autonomy
https://datasociety.net/wp-content/uploads/2019/02/DS_Algorithmic_Management_Explainer.pdf
https://www.vice.com/en/article/pkewqb/the-lockout-why-uber-drivers-in-nyc-are-sleeping-in-their-cars
https://www.vice.com/en/article/k7amyn/amazon-denies-workers-pee-in-bottles-here-are-the-pee-bottles
https://www.nytimes.com/2019/02/06/technology/instacart-doordash-tipping-deliveries.html
https://www.nytimes.com/interactive/2017/04/02/technology/uber-drivers-psychological-tricks.html
https://cdt.org/insights/cdt-joins-oti-upturn-and-the-leadership-conference-for-civil-and-human-rights-in-call-for-moratorium-on-law-enforcement-use-of-facial-recognition/
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
https://www.perpetuallineup.org/
https://www.nytimes.com/2020/12/29/technology/facial-recognition-misidentify-jail.html
https://www.wired.com/story/defending-black-lives-means-banning-facial-recognition/
https://www.aclu.org/other/whats-wrong-public-video-surveillance
https://www.odbproject.org/
https://www.law.georgetown.edu/privacy-technology-center/events/color-of-surveillance-2017/
https://themarkup.org/2021/06/03/dark-patterns-that-mislead-consumers-are-all-over-the-internet
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3694575
https://academic.oup.com/jla/article/13/1/43/6180579
https://blog.crobox.com/article/dark-patterns
https://www.wsj.com/articles/how-tech-giants-get-you-to-click-this-and-not-that-11559315900
https://www.darkpatterns.org/
https://digital-lab.consumerreports.org/wp-content/uploads/2021/03/CR_AuthorizedAgentCCPA_022021_VF_.pdf
https://www.fastcompany.com/3051906/after-lawsuit-settlement-linkedins-dishonest-design-is-now-a-13-million-problem
https://wittelslaw.com/cases/noom-weight-loss-program-auto-enrollment-class-action
https://www.darkpatterns.org/types-of-dark-pattern/sneak-into-basket
https://www.darkpatterns.org/types-of-dark-pattern/hidden-costs
https://digital-lab.consumerreports.org/wp-content/uploads/2021/02/Food-delivery_-Report.pdf
https://www.forbrukerradet.no/side/facebook-and-google-manipulate-users-into-sharing-personal-data/
https://www.vox.com/culture/2018/3/22/17146776/delete-facebook-how-to-quit-difficult
https://www.bbc.com/news/technology-55637140
https://fil.forbrukerradet.no/wp-content/uploads/2021/01/2021-01-14-you-can-log-out-but-you-can-never-leave-final.pdf
https://www.wsj.com/articles/amazon-has-ceded-control-of-its-site-the-result-thousands-of-banned-unsafe-or-mislabeled-products-11566564990?mod=article_inline
https://www.wsj.com/articles/amazon-has-ceded-control-of-its-site-the-result-thousands-of-banned-unsafe-or-mislabeled-products-11566564990?mod=article_inline
https://themarkup.org/banned-bounty/2020/06/18/amazons-enforcement-failures-leave-open-a-back-door
https://themarkup.org/banned-bounty/2020/06/18/amazons-enforcement-failures-leave-open-a-back-door
https://www.washingtonpost.com/technology/2019/08/06/google-amazon-prohibit-firearm-parts-listings-its-easy-find-them-anyway/
https://www.wsj.com/articles/google-maps-littered-with-fake-business-listings-harming-consumers-and-competitors-11561042283?mod=hp_lead_pos5
https://www.wsj.com/articles/google-maps-littered-with-fake-business-listings-harming-consumers-and-competitors-11561042283?mod=hp_lead_pos5
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8) Negligence and lax safety standards enable bad actors to commit elaborate frauds 

on digital platforms.  

a. Ex: Various Airbnb scams.  

b. Ex: Applications on smartphone app stores with billions of downloads have 

been found to be committing ad fraud. 

9) Research conducted by Consumer Reports found that nearly half of consumers 

struggle to distinguish between a paid ad and an objective search result. 

10) Large online advertising platforms are combining data with real-world purchasing 

and customer information to track them across the web and in the physical world. 

11) Navigation applications optimize routes for speed regardless of the negative impact 

on public safety and traffic. Multiple people have been killed by so-called “self-
driving” or auto-pilot enabled cars on public roads. Some evidence suggests the 

entry of a ride-sharing application into a city increases the number of fatal accidents 

by 3%. 

12) Platform transportation companies erode the hard-won public safety protections put 

in place over decades around seatbelts, child safety seats, distracted driving, 

helmet-wearing, and more. 

13) E-commerce and platform companies whose delivery drivers kill or maim 

pedestrians refuse to take responsibility for those injuries, despite incentivizing 

dangerous driving behavior.   

a. Ex: Amazon incentivized drivers to rush through holiday delivery. Upon being 

sued by the family of a pedestrian who was killed, they claimed: “The 
damages, if any, were caused, in whole or in part, by third parties not under 

the direction or control of Amazon.com.” 

14) Firms’ amplification and enabling of public health misinformation at scale has eroded 

public trust in vaccines and public health officials. Too many American families and 

their loved ones have been severely harmed by their belief in misinformation, 

particularly during the COVID-19 pandemic, and vaccine hesitancy remains an 

issue. 

15) Large online advertising platforms like Google have placed ads on sites promoting 

COVID-19 conspiracy theories in contrast to the commitments they made to combat 

COVID-19 misinformation. 

16) Platform design choices that algorithmically amplify false information and 

propaganda in order to increase engagement on social media can grossly warp 

public discourse and understanding around public events, complicating the media 

landscape for consumers. 

https://www.vice.com/en/article/epgvm7/airbnb-scam-how-to-tell
https://www.vice.com/en/article/43k7z3/nationwide-fake-host-scam-on-airbnb
https://www.buzzfeednews.com/article/craigsilverman/android-apps-cheetah-mobile-kika-kochava-ad-fraud
https://advocacy.consumerreports.org/wp-content/uploads/2020/09/FINAL-CR-survey-report.platform-perceptions-consumer-attitudes-.september-2020.pdf
https://advocacy.consumerreports.org/wp-content/uploads/2020/09/FINAL-CR-survey-report.platform-perceptions-consumer-attitudes-.september-2020.pdf
https://www.bloomberg.com/news/articles/2018-08-30/google-and-mastercard-cut-a-secret-ad-deal-to-track-retail-sales?sref=qy93ZUWO
https://www.businessinsider.com/facebook-learns-what-you-buy-at-physical-stores-ads-explained-2019-12
https://spectrum.ieee.org/computing/hardware/your-navigation-app-is-making-traffic-unmanageable
https://www.nytimes.com/2018/03/19/technology/uber-driverless-fatality.html
https://research.chicagobooth.edu/-/media/research/stigler/pdfs/workingpapers/27thecostofconvenience.pdf?la=en&hash=A15B1513F98D7A17B9E37F78DD2EBDC4C6338BFA
https://www.theatlantic.com/technology/archive/2019/10/how-technology-sabotaged-public-safety/599611/
https://www.npr.org/2019/03/06/700801945/uber-not-criminally-liable-in-death-of-woman-hit-by-self-driving-car-says-prosec
https://www.buzzfeednews.com/article/carolineodonovan/amazon-next-day-delivery-deaths
https://www.documentcloud.org/documents/6368692-Amazon-s-Answer-to-Complaint-Escamilla-v-Inpax.html
https://secure.avaaz.org/campaign/en/facebook_threat_health/
https://www.cmu.edu/news/stories/archives/2020/may/twitter-bot-campaign.html
https://secure.avaaz.org/campaign/en/facebook_survivors/
https://secure.avaaz.org/campaign/en/facebook_survivors/
https://www.theguardian.com/world/2020/mar/24/coronavirus-cure-kills-man-after-trump-touts-chloroquine-phosphate
https://www.kff.org/coronavirus-covid-19/poll-finding/kff-covid-19-vaccine-monitor-march-2021/
https://www.bloomberg.com/news/articles/2020-06-01/google-helps-place-ads-on-sites-amplifying-covid-19-conspiracies?sref=qy93ZUWO
https://www.bloomberg.com/news/articles/2020-06-01/google-helps-place-ads-on-sites-amplifying-covid-19-conspiracies?sref=qy93ZUWO
https://blog.google/inside-google/company-announcements/coronavirus-covid19-response/
https://blog.google/inside-google/company-announcements/coronavirus-covid19-response/
https://www.wsj.com/articles/facebook-knows-it-encourages-division-top-executives-nixed-solutions-11590507499
https://www.nytimes.com/2020/11/24/technology/facebook-election-misinformation.html
https://www.nytimes.com/2020/06/01/technology/george-floyd-misinformation-online.html
https://www.buzzfeednews.com/article/christopherm51/oregon-fires-antifa-rumors
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17) Firms track Americans in gross detail, relying on contrived interpretations of 

consumer consent or without explicit consent. 

a. Ex. Mobile phone trackers collect precise location over 14,000 times per day. 

18) Firms collect consumer data that they do not need without consent. 

19) Firms accept and purchase user data collected by other firms without their consent.  

a. Ex: Facebook received ovulation data from a third party without user consent. 

20) Firms collect consumer data under the pretense of consent, perpetuating the fallacy 

that consumers are in a position to read, understand, or give informed consent (often 

consumers must use services and lack other options or the ability not to consent). 

21) Firms use deceptive disclosures and settings to trick consumers into allowing data 

sharing with third parties. 

22) Firms use personal consumer data—including private emails, conversations, and 

photographs—to develop algorithmic products without full consumer knowledge, 

consent, or reciprocity. 

23) Firms fail to secure or delete obsolete user data, resulting in significant individual 

and collective costs. While firms may prefer to paint themselves as victims, a more 

apt metaphor might be oil companies who fail to prevent oil spills.  

a. Ex: Experian’s API weakness likely exposed “most Americans’” credit scores, 

creating a feeding frenzy for identity thieves.  

b. Ex: Popular genetic testing services have insufficient security leading to 

significant potential for exploitation of genomic and health information. 

24) Poor data protection can result in both exploitative and exclusionary conduct. 

25) Privacy harms are especially acute in combination with competitive harms: experts 

have shown that firms that achieve market dominance and successfully suppress 

competitive threats are able to lower privacy protections to pursue and extract 

greater data gains from consumers.  

a. Ex: Facebook pivoted away from privacy-protection toward privacy 

exploitation upon achieving significant market power. 

26) Digital firms use unprecedented data collection and targeting tools to exploit 

behavioral shortcomings and biases amongst consumers in real-time. 

27) Digital firms employ a bevy of dynamic pricing strategies, which nearly three-

quarters of Americans think is a problem. 

 

FTC Should Regulate and Stop Unfair and Deceptive Commercial Data Practices 

https://digital-lab.consumerreports.org/wp-content/uploads/2021/02/Understanding-the-scope-of-data-collection-by-major-platforms_2020_FINAL.pdf
https://www.nytimes.com/interactive/2018/12/10/business/location-data-privacy-apps.html
https://www.nbcnews.com/technolog/shock-dark-flashlight-app-tracks-your-location-1B7991120
https://www.cnn.com/2019/04/18/business/facebook-email-contacts/index.html
https://apnews.com/article/north-america-science-technology-business-ap-top-news-828aefab64d4411bac257a07c1af0ecb
https://www.commerce.senate.gov/services/files/0d2b3642-6221-4888-a631-08f2f255b577
https://www.cbsnews.com/news/facebook-reportedly-received-sensitive-health-data-from-apps-without-consent/
https://www.researchgate.net/publication/304231475_The_Fallacy_of_Informed_Consent_Linguistic_Markers_of_Assent_and_Contractual_Design_in_Some_E-User_Agreements
https://lorrie.cranor.org/pubs/readingPolicyCost-authorDraft.pdf
https://www.ftc.gov/news-events/press-releases/2019/07/ftc-imposes-5-billion-penalty-sweeping-new-privacy-restrictions
https://www.wsj.com/articles/techs-dirty-secret-the-app-developers-sifting-through-your-gmail-1530544442
https://www.theverge.com/2019/7/11/20690020/google-assistant-home-human-contractors-listening-recordings-vrt-nws
https://www.theverge.com/2020/11/11/21559930/google-train-ai-photos-image-labelling-app-android-update
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3534579
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3534579
https://krebsonsecurity.com/2021/04/experian-api-exposed-credit-scores-of-most-americans/
https://advocacy.consumerreports.org/wp-content/uploads/2020/07/DTC-Genetic-Testing-White-Paper-4.pdf
https://elifesciences.org/articles/51810v1
https://blog.pnas.org/2020/02/study-uncovers-new-privacy-worries-for-direct-to-consumer-dna-testing/
https://docs.house.gov/meetings/JU/JU05/20191018/110098/HHRG-116-JU05-Wstate-VallettiT-20191018.pdf
https://lawcat.berkeley.edu/record/1128876?ln=en
https://scholarship.law.upenn.edu/cgi/viewcontent.cgi?article=1025&context=penn_law_review
https://scholarship.law.upenn.edu/cgi/viewcontent.cgi?article=1025&context=penn_law_review
https://lawcat.berkeley.edu/record/1128876?ln=en
https://som.yale.edu/sites/default/files/CompetitionDigitalPlatformsStigler19.pdf
https://som.yale.edu/sites/default/files/CompetitionDigitalPlatformsStigler19.pdf
http://www.gwlr.org/wp-content/uploads/2014/10/Calo_82_4.pdf
https://advocacy.consumerreports.org/wp-content/uploads/2020/09/FINAL-CR-survey-report.platform-perceptions-consumer-attitudes-.september-2020.pdf
https://advocacy.consumerreports.org/wp-content/uploads/2020/09/FINAL-CR-survey-report.platform-perceptions-consumer-attitudes-.september-2020.pdf
https://link.springer.com/article/10.1057/s41272-019-00224-3
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The following practices relating to the use of consumers’ personal data are unfair or 
deceptive. They cause many of the harms discussed above, either directly or by 

causing downstream negative externalities. The FTC should take immediate action to 

address them using all tools at its disposal, including but not limited to rulemaking. 

Civil Rights and Equal Opportunity 

1) Using criteria that have the purpose or effect of resulting in adverse eligibility 

determinations or to target or deliver advertisements for housing, employment, 

credit, insurance, or educational opportunities on the basis of protected 

characteristics. This does not include using protected characteristics (a) for 

legitimate self-testing for the purpose of preventing unlawful discrimination, 

complying with legal requirements, or assessing diversity, equity, and inclusion 

programs; or (b) for the bona fide and primary purpose of expanding an applicant, 

candidate, participant, or customer pool by increasing diversity and inclusion. 

2) Using personal data to violate rights protected by federal law, where such rights are 

capable of being violated by a private actor. This includes using personal data to 

deprive or defraud someone of the right to vote in violation of federal law. 

3) Disclosing non-public information related to an individual’s sexual life without specific 
opt-in consent, such as their sexual activity, relationships, orientation, gender 

identity or expression, preferences, communications, or behavior. This does not 

include automated linking to, republishing of, or indexing such information if it was 

already disclosed by others—such as routine search engine operations. 

4) Offering online services that are not accessible to persons with disabilities. 

5) Failing to provide disclosures and policies in all languages in which the company 

routinely provides service. 

6) Using machine learning or artificial intelligence technology to process personal data 

or aggregate data about a population without ensuring, prior to deployment and 

through regular assessment, that such processing does not directly or indirectly 

result in adverse eligibility decisions or exclusion from commercial opportunities on 

the basis of protected characteristics. 

7) Using machine learning or artificial intelligence technology in a manner that does not 

comport with what the technology is marketed or represented to do, if such use 

causes harm to consumers. 

8) Claiming that a product using machine learning or artificial intelligence technology 

can predict future outcomes with a degree of certainty or accuracy, or predict human 

behavior at all, if the claimant does not possess reliable evidence that such 

technology has any such capability greater than a simple linear regression analysis 

or random chance. 
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9) Representing that a product using machine learning or artificial intelligence 

technology has a source, sponsorship, approval, certification, accessories, 

characteristics, components, uses, or benefits that it does not have, or that such 

product is of a certain standard, quality, grade, style, or model when it is not. 

10) Designing, modifying, or manipulating a user interface of a service, directed at 

children under the age of 13, with the purpose or substantial effect of cultivating 

compulsive usage. 

11) Using personal data to target or deliver personalized advertisements to children 

under the age of 13. This does not include contextual advertising. 

12) Using personal data to conduct psychological experiments on users without opt-in 

consent and compliance with best practices for such research, if it is reasonably 

foreseeable that such experiments may result in harm physical or mental health. 

Data Protection 

1) Failing to minimize data collection and retention. Collected data should be limited to 

what is necessary to provide the service requested by the consumer; should not be 

used for secondary purposes; and should not be retained for longer than is 

necessary to satisfy the purpose for which it was collected. Secondary uses should 

not be allowed without additional and specific opt-in consent. 

2) Using facial recognition technology on persons in traditional public forums or places 

of public accommodation without opt-in consent. 

3) Collecting, sharing, or otherwise using an individual’s biometric data, including but 
not limited to facial recognition technology, without specific opt-in consent and 

without a valid business necessity.  

4) Disclosing, without authorization or in excess of authorization, the content of a 

communication to anyone who is not a party to the communication or who does not 

have authorization to access it, including both state actors and private parties. 

5) Collecting sensor recordings of environmental data from a consumer device, in 

conjunction with personal data, without opt-in consent. This includes data collected 

by a microphone, camera, or other sensors capable of measuring chemicals, light, 

radiation, air pressure, speed, weight or mass, positional or physical orientation, 

magnetic fields, temperature, or sound. This does not include processing by an 

entity that did not directly collect the data. 

6) Collecting personal data as a third party about users of an online service, where 

such data is not publicly available, without opt-in consent from affected individuals. 

This includes, for example, cursor movements and clicks, heat maps, in-app activity, 

location information, third party tracking beacons and cookies, and other third-party 

methods of tracking user activity. 
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Due Process 

1) Requiring consumers to consent to pre-dispute binding arbitration clauses or class 

action waivers. 

2) Requiring consumers to waive privacy or other rights to obtain service or requiring 

that consumers who do not waive their rights pay a higher fee. This does not include 

customer loyalty programs, such as grocery store discount cards. 

3) Denying consumers the ability to access, correct, delete, or port their personal data 

in response to a reasonable request. 

4) Failing to provide an effective and prompt appeal when requests to access, correct, 

delete, or port data are denied. 

5) Using dark patterns and other misleading user interfaces to unfairly or deceptively 

induce consent or other adverse actions from a consumer. 

Transparency 

1) Failing to affirmatively disclose, in a clear and conspicuous manner, how a data 

processor collects, uses, shares, and retains personal data, including failing to 

explain a consumer’s ability to control the use of their data.  

2) Failing to affirmatively disclose when and how a company uses machine learning or 

other artificial intelligence technology to process personal data, when such 

processing affects commercial goods, services, or opportunities that a consumer 

may receive. This includes failure to disclose non-sensitive information from risk 

assessments. 

3) Failing to conspicuously provide all relevant privacy policies and controls in one 

place, such as scattering privacy policies, updates, or controls across multiple parts 

of a website or app. This practice is particularly deceptive when a consumer’s intent 
to change a privacy control in one area can be undermined by failure to change 

other controls in other areas, and such discrepancy is not conspicuous. 

4) Refusing to tell a consumer to whom the company disclosed their personal data, or 

with whom the company contracts to share such data, in response to a reasonable 

request. 

5) Failing to notify a consumer when the company discloses their personal data to a 

state actor unless the company is legally required not to disclose. 

6) Misstating or mischaracterizing the subject matter, methods, frequency, or results of 

any of one’s own internal or external assessments. 

Security 

1) Failing to secure personal data, to protect the integrity of personal data, or to prevent 

unauthorized access or processing of personal data. 
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2) Failing to promptly notify affected parties following a data breach. 

3) Failing to comply with state data breach laws and regulations when such failure 

affects interstate commerce and is not inconsistent with federal law. 

4) Disclosing non-public personal data to a service provider or third party without 

contractually requiring the service provider or third party to meet the same privacy 

standards as the company, or without engaging in reasonable oversight to ensure 

compliance with such requirements. 

Accountability 

1) Retaliating against whistleblowers who attempt to report unfair or deceptive 

practices. 

2) Knowingly aiding and abetting another person engaging in an unfair or deceptive 

practice. 

3) Failing to report to the Commission if a company has knowledge that a service 

provider, affiliate, or customer has engaged in an unfair or deceptive practice 

involving the company’s goods or services. This does not include content immunized 
by 47 U.S.C. 230. 

4) Failing to provide an annual sworn certification from a C-suite officer or equivalent 

senior officer that a company (other than a small business) is fully compliant with the 

FTC’s data privacy rules. 

Office of Civil Rights 

The FTC should create an Office of Civil Rights. There are more than 30 civil rights 

offices within federal agencies. The harms and unfair or deceptive practices discussed 

in this letter are part of a large, interconnected data ecosystem. Expanding the 

Commission’s expertise on discrimination and equal opportunity will help it holistically 
assess the equities of modern digital trade. Such an Office will create a focal point for 

Agency expertise and stakeholder engagement on these important issues.  The Office 

could also advise on actions the Commission may take, and coordinate with other 

agencies, to help respond to commercial data practices that may result in unjust 

disparate treatment or impact on the basis of race, ethnicity, religion, national origin, 

immigration status, disability, sex, gender identity or expression, sexual orientation, age, 

or familial status. 

 

As the FTC looks to chart a new course for oversight of unfair and deceptive practices 

arising from commercial data practices and big tech, we look forward to working with 

you to protect civil rights, promote algorithmic fairness, advance equal opportunity, and 

preserve privacy and free expression.  

For more information, please contact David Brody and Sara Collins. 

https://www.justice.gov/crt/fcs/Agency-OCR-Offices
https://www.justice.gov/crt/fcs/Agency-OCR-Offices
mailto:dbrody@lawyerscommittee.org
mailto:sara@publicknowledge.org


10 

Sincerely, 

Access Now 

Accountable Tech 

Asian Americans Advancing Justice | AAJC American 

Association for Justice 

ADL 

Center for American Progress 

Center for Digital Democracy 

Center for Democracy and Technology 

Center on Privacy & Technology at Georgetown Law

Common Cause

Common Sense Media 

Consumer Action 

Consumer Federation of America 

Electronic Privacy Information Center 

HTTP 

Lawyers’ Committee for Civil Rights Under the Law 

Media Alliance 

National Council of Asian Pacific Americans National 

Fair Housing Alliance 

National LGBT Task Force 

OCA – Asian Pacific American Advocates 

Public Citizen 

Public Knowledge 

Ranking Digital Rights 

The Greenlining Institute 


