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Federal Trade Commission
600 Pennsylvania Avenue, NW
Washington, DC 20580

Via electronic filing (regulations.gov)
May 28, 2021

Re: Topics to be Discussed at Dark Patterns Workshop (Docket ID: FTC-2021-0019-0001)
Dear Federal Trade Commission:

Access Now' appreciates the opportunity to provide written comments following the Federal Trade
Commission’s (FTC’s) workshop, Bringing Dark Patterns to Light. Below, we provide specific feedback
to questions posed by the FTC. We look forward to working with the FTC and all stakeholders to
address the concerns raised in our comments. We aim to advance essential policy changes and
enforcement practices necessary to ensure consumers can adequately and autonomously exercise
their privacy rights in the digital world.

Introduction

Many people looking to connect with family and friends, engage in commerce, and educate and
entertain themselves online will encounter dark patterns. They have infiltrated practically every
marketing and sales business model online including shopping websites, social media, mobile and
video games, and mobile applications.

While defying any single definition, one can understand a dark pattern as a user interface design
choice in a product or service that attempts to influence a person’s decision, often toward a decision
that is against the person’s best interests and in favor of the provider’s interest.” These designs may
draw attention to, or reduce attention to, particular options, statements, or other aspects of the
service. Much effort has gone into defining and identifying various types of dark patterns and creating
taxonomies and tracking examples.’ While some highlight the characteristics of particular dark
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patterns, others describe how dark patterns influence users.* Both are equally important concepts but
a one-size-fits-all definition eludes us.

Rather than focus on a definition of dark patterns upfront, we focus on people’s perspectives and
harms resulting from specific dark patterns. Whether it is a loss of agency, privacy, money, or time,
dark patterns make it very difficult for users, or even deny users the ability, to make autonomous and
informed decisions. Such designs do not build loyalty or trust, instead they often leave consumers
feeling tricked or shamed.

Crafting a regime that ensures the FTC can hold companies accountable for using dark patterns to
induce actions that are not in people’s best interest is essential to protect people from the harms that
result. Companies should design their products and services with and for their most vulnerable users.
This principle means, at a minimum, providing easy-to-understand and transparent interface designs
that preserve user autonomy and agency. The FTC should hold those companies that do not design
their products in such a way accountable.

In these comments, we highlight several issues regarding the ability of dark patterns to influence
decision making, and behavior. We highlight many of the reported harms that deserve careful
examination and refinement before precise policy action is considered. We first explain the
effectiveness of dark patterns, then we discuss how they influence people into giving up their private
information, autonomy, money, and time, and last we discuss how the FTC should use its unfairness
authority to protect against dark patterns.

Companies use dark patterns to influence people into making undesirable decisions, causing
them harm.

Companies have increasingly been employing dark patterns to influence individual choice online.”
There are several types of dark patterns that companies use, far too many to list here. However, some
are worth pointing out. “Confirmshaming” is a popular dark pattern where a company will attempt to
guilt a user into choosing the option that best suits the company. Suppose a person wants to remove
themselves from a commercial email subscription. Some companies make the process simple,
including a direct link that when clicked, automatically removes the individual from the list. Other
companies employ various tools to keep a person on their lists. They might tell a person that if they
unsubscribe, they would miss out on important deals or offers, an example of confirmshaming.
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Another example is when a person attempts to decline Amazon Prime, the company characterizes the
choice as “No thanks, | don’t want Unlimited One-Day Delivery.”®

In other instances, companies use highly confusing “trick question” prompts that make it difficult for
the person to achieve their desired outcome.’ Trick questions are most often seen in websites that
introduce “confusing double negatives (e.g., ‘Uncheck the box if you prefer not to receive email
updates’), or by using negatives to alter expected courses of action, such as checking a box to opt out
(e.g., ‘We would like to send you emails. If you do not wish to be contacted via email, please ensure
that the box is not checked’).”® These dark patterns trick users by influencing their “decision in a way
that may not be advantageous to their needs by using words, user experience or user interface
elements to persuade the user in an unintended direction.”

“Bait and switch” is another dark pattern that occurs when a person is shopping for a “good or service
that was advertised but is then shown a barrage of ads for things the customer does not want.”*° One
egregious example of this is when Microsoft pushed a Windows update, if a user clicked the “X” in the
upper-right corner of the window, likely attempting to close the window without updating, it instead
agreed to install the update.'* Another example occurred when ProPublica in April 2019 uncovered a
TurboTax dark pattern where the company advertised a “Free Guaranteed” service for lower-income
taxpayers. However, when ProPublica staged a profile of a “house cleaner and cashier” who made less
than $66,000 to sign up for the product, they were led to paid products and found the path to the free
version very difficult to find.*

Dark patterns can lead people to over-share personal information, potentially leading to harms like
privacy breaches or embarrassment. “Privacy zuckering,”** named after Facebook’s CEO, is when an
online platform tricks someone into publicly sharing more information about themselves than they

intended.™ Today, it takes place mainly behind the scenes.

Here's how it works: when you use a service (e.g. a store card), the small print hidden
in the Terms and Conditions gives them permission to sell your personal data to
anyone. Data brokers buy it and combine it with everything else they find about you
online into a profile, which they then resell. Your profile may contain information
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about your sexual preferences, physical and mental health. In theory your profile
could result in you being refused services such as insurance or loans."

These and other dark patterns cause harm. As discussed below, dark patterns can cost people money
by influencing people to purchase products or services they would not normally want.'® Websites,
particularly shopping and travel sites, use various dark patterns to push people into spending more
money than they planned.'” They also cost people time by forcing people to click through several
menus or pages that are unnecessary, called “nagging.”*®* And people may simply feel a sense of
shame, embarrassment, or frustration having either been duped by a dark pattern or made powerless
to change their decision.”

Dark patterns can “affect people's emotions and behavioral patterns on a deep level, and it is
uncertain how aware the common user is of these underlying design patterns, given their recent
development and uptake.””® For example, confirmshaming statements may have a material effect on
depressed individuals predisposed to experiencing a debilitating lack of motivation. When a depressed
individual encounters confirmshaming tactics online, they may be more likely to choose the
positively-framed option.”* On the other hand, for people prone to panic and anxiety disorders
experiencing high levels of panic and confusion, confirmshaming can make it almost impossible to
select what they first desired.”

Dark Patterns are effective at influencing consumer choice, decision-making, and behavior, even
when they are mild.

Dark patterns are generally most effective when the design is incredibly demanding on the person. It is
important to note, however, that even minor dark patterns, which apply comparatively less pressure to
a person to influence their decision, including by only changing the color of one option or highlighting
some words, can affect individual choice. For instance, researchers in a recent study engaged a set of
respondents in a privacy survey that ultimately identified all participants as privacy-conscious.”® The
researchers then told the respondents that they were going to be signed up for a subscription for an
identity theft service, unless they refused at that point. The study split the respondents into three
groups: the control (no dark patterns), the mild dark pattern, and the aggressive dark pattern.
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The mild dark pattern included false hierarchy by suggesting that accepting the identity theft coverage
was “recommended,” and it also included confirmshaming by requiring the person to click on the
option that said “I do not want to protect my data or credit history.”* Those declining coverage were
then asked to explain why, with several pre-formed options like “Even though 16.7 million Americans
were victimized by identity theft last year, | do not believe it could happen to me or my family,” and
“I’'ve got nothing to hide so if hackers gain access to my data | won’t be harmed.”” And of course, there
was an easy option to sign up for the service on that page.

In the aggressive dark pattern condition, participants attempting to decline the identity theft
protection faced even more significant hurdles. Those who declined were forced to read more
information about identity theft, and forced to wait at least ten seconds before moving onto the next
page, where they encountered a countdown timer. Participants that declined again were taken to
another page with another countdown timer. There was then a third screen for those declining, with
the same dark patterns, making this a nagging dark pattern. Those sticking out the process and
declining the whole way were presented with the following trick question:

If you decline this free service, our corporate partner won’t be able to help you
protect your data. You will not receive identity theft protection, and you could
become one of the millions of Americans who were victimized by identity theft last
year. Are you sure you want to decline this free identity theft protection?*

Participants had two options: “No, cancel” and “Yes.” What each option does is unclear, and the correct
answer to decline the service was actually “Yes.” If they guessed the correct answer, they were then
taken to a page asking them to indicate their reason for declining the program.*

The results were striking. Only 11.3% of respondents in the control accepted the service. In the mild
group, the rate more than doubled to 25.8%. In the aggressive group, the rate increased to 41.9%.%®
Clearly there is evidence that “dark patterns effectively bend consumers’ will.”* Further, the dark
patterns in this study were used in an attempt to convince people to spend money, something we
typically assume garners a heightened sense of attention and care. The effectiveness of dark patterns
in areas where money is not involved is likely even higher, as people have been known to give away
their personal information even when warned about the dangers of doing s0.*

Dark patterns are especially effective against those without a college education and the elderly. These
populations may lack the skills, knowledge, or ability to understand how these practices work.* In
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particular, certain aspects of dark patterns are confusing for older adults, including that they do not
understand the difference between multiple, similar-looking buttons, and they perceive green and
blue buttons as “correct” and red and orange buttons as “dangerous.”® The lack of digital literacy
among less-educated groups may also be the reason dark patterns work effectively against users
without a college education. In one study, less-educated subjects were significantly more susceptible
to mild dark patterns.®

Game developers are using dark patterns to keep gamers gaming.

Dark patterns have infiltrated the gaming industry as well, where companies use dark patterns to
influence user behavior and achieve their objectives, generally getting people to spend more money.
Gaming is a significant business, with 2021’s global games market expected to generate revenues of
$175.8 billion.** Dark patterns likely play a role in why the industry is so lucrative..

Dark patterns found in game designs are, by one definition, “used intentionally by a game creator to
cause negative experiences for players which are against their best interests and likely to happen
without their consent.”** Gaming dark patterns can also cause gamers to waste time and money,
particularly around loot boxes.* For example, dark patterns used by game developers include the “Pay
to Skip” technique, “where a developer charges users to solve in-game challenges and creates an
uneven playing field for paying and non-paying users.”*" Pay to skip is often used in conjunction with
“grinding,” which is uninteresting, repetitive aspects of games where players will be more likely to pay
to avoid the inconvenience of grinding.*® Another example is in Plants vs. Zombies 2, gamers have the
option of paying coins to retry a failed event.*

In the gaming context, this type of emotional and psychological deception can cause players to
become addicts. Researchers in Dark Patterns in Player Experience for Kids: The Case of Fortnite,
explored dark patterns in game design and their impact on players. People have reported 371 dark
patterns that wasted their time, and 310 dark patterns that wasted their money.* The list is extensive,
but to name just a few, some of the dark patterns found in the game included the Pay to Skip design,
allowing gamers to pay money to avoid waiting for a timer to expire, and the “Premium Currency”
design which disguises the real price of items when players exchange between real money and
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in-game currency.* The impact on gamers ranged from a change in mood to decreased or no outdoor
activity, isolation, and even in some cases, “little” robberies.*

The FTC should take action against companies that use dark patterns, which can be unfair.

Unfair practices can result in significant financial injury to people, erode consumer confidence, and
undermine the financial marketplace. Dark patterns can be at least an unfair practice.

Section 5 of the FTC Act prohibits, in part, “unfair ... acts or practices in or affecting commerce.”* A
practice is unfair if it causes injury to consumers that is substantial, without offsetting benefits, and
not reasonably avoidable.* “Substantial injury” includes small harms inflicted on a large number of
people.” “Reasonably avoidable” focuses on whether there was an “obstacle to the free exercise of
consumer decision-making.”*

Dark patterns can be unfair. For the reasons above, dark patterns cause harm to people. They
influence people to make decisions not in their favor, ranging from continuing to subscribe to a service
to giving up more information than is necessary. Even if that were not enough, societal harms suffice
for substantial injury, and should be sufficient here. There are similarly no offsetting benefits to dark
patterns. If anything, dark patterns trap people into a service when they would prefer to use the
services of another (or no one), a result that limits competition and benefits no one but the purveyor
of the dark pattern. Dark patterns are often not avoidable, particularly those that seek to prevent a
person from canceling a subscription, or dark patterns that induce a person to give up more
information than they need to (those people may not even know they have the option not to provide
the information). People often will not know when and where dark patterns exist on a certain service
or product, as there are no labels or warnings. Dark patterns are surprises and may even be unknown
to the person who is the unwitting subject of one.

Given the remarkably extensive use of dark patterns by major online platforms and app developers,
perhaps the only way to curb their abuse would be for the FTC to stop companies from employing
them using its Section 5 authority. The FTC should also consider encouraging or, where possible,
requiring companies to audit their websites and apps for known dark patterns so they can be
removed.
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Conclusion

Dark patterns are a serious concern, as they can cause extensive harm to people, particularly
vulnerable people. The FTC should investigate dark patterns, and use their Section 5 authority to take
action against their use.

Respectfully submitted,

Willmary Escoto
U.S. Policy Analyst

Eric Null
U.S. Policy Manager
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