Joint civil society statement in response to the Information & Telecommunications Authority Consultation paper on proposed amendments to the ICT Act for regulating the use and addressing the abuse and misuse of Social Media in Mauritius dated April 14, 2021

Attn:
Information & Communication Technologies Authority (ICTA) of Mauritius
Government of the Republic of Mauritius

We are writing, as a group of international allies and advocates for freedom of expression including press freedom and human rights, to respond to the consultation paper issued on 14 April 2021 by the Information & Communication Technologies Authority (ICTA) of Mauritius, laying out a set of proposed amendments to the existing Information and Communication Technologies Act. We believe that the proposed amendments present a threat to human rights—specifically, the rights to privacy and freedom of expression including press freedom—of the people of Mauritius. Mauritius is widely viewed as a leading democracy in the African Union, and boasts a strong economy; but this consultation paper represents a worrying trend in the country, coming as it does on the heels of 2018 revisions to the ICT Act which criminalized additional categories of online speech. The proposed amendments to the ICT law are radically disproportionate to their stated aims of countering offensive speech on social media, and would set a dangerous precedent, allowing state surveillance of the lawful conduct of private citizens, and undermine the digital security of the internet as a whole by attacking encryption. It is particularly worrying that the loosely worded or vague definitions in the proposal fare even worse than the Computer Misuse & Cybercrime Act requirements on investigations & procedures.

In brief, the Mauritian regulator proposes to require the decryption of all web traffic deemed to be “social media,” by intervening in the issuance of security certificates for HTTPS traffic, which would then be routed through government-controlled proxy servers. A new administrative body, the “National Digital Ethics Committee,” would be empowered to make determinations about what content was considered harmful, and such content would then be blocked. This proposed regulatory framework suffers from fatal shortcomings under international human rights standards: firstly, administrative censorship generating chilling effects on speech and secondly, disabling of encryption, crucial for digital security.

The broad discretion and power conferred to the National Digital Ethics Committee poses significant threats to freedom of expression, privacy, and security. For instance, the new National Digital Ethics Committee would be tasked with identifying “illegal and harmful contents.” However, this phrase is not further defined, leaving the Committee with an unacceptable degree of discretion. Although the consultation paper points to French and German policies as examples, the proposed framework is nothing like them: the German NetzDG law is only applicable to speech that violates an enumerated list of Criminal Code provisions, and the French Avia law is similarly specific to ten or so categories of speech, all of them commonly recognized as harmful speech around the world.

Moreover human rights and press freedom organisations in France and Germany have criticized the two laws for not being consistent with international standards.

We are concerned that the proposed provision fails to meet the level of clarity and precision required by Article 19(3) of the ICCPR for restrictions on freedom of expression. To satisfy the requirements of legality, restrictions must additionally be sufficiently clear, accessible and predictable (CCPR/C/GC/34). The wording of the proposed statute does not meet the level of clarity and predictability as required by international human rights law and such ambiguity may confer excessive discretion on the proposed regulatory body and contribute to a chilling effect on the exercise of freedom of expression in digital space.

As currently worded, the National Digital Ethics Committee’s decision would be final and implemented by a Technical Enforcement Unit, which would operate the proxy servers. The expansive discretion given to the National Digital Ethics Committee, combined with the opacity of the procedure and the lack of clarity around the standards to define content subject to censorship, appears particularly

---

problematic given extremely limited opportunities for review or appeal of removals. The lack of independent and external review or oversight of removal orders reinforces the unchecked discretion of government authorities and raises concerns of due process. **Consistent with international norms advanced by the Special Procedures of the UN Human Rights Council and the Manila Principles for Intermediary Liability, among other expert bodies, we urge the government to categorically reject a model of regulation “where government agencies, rather than judicial authorities, become the arbiters of lawful expression.”** (A/HRC/38/35). 

**It is important to explain why administrative censorship should be avoided at all costs.** Firstly, an administrative body such as the National Digital Ethics Committee, by definition, does not and should not have the final authority because their decisions are always subject to the risk of reversal as the result of subsequent judicial review. The fact that one’s speech can be censored by an administrative body without judicial supervision naturally causes a chilling effect on the supposed speaker because subsequent judicial review is time-consuming and cost prohibitive. Secondly, administrative bodies may show bias in favor of the incumbent government in disputes concerning the executive and legislative branches themselves, much more so than the judiciary. In spite of the consultation paper’s assertion that the proposed National Digital Ethics Committee would be “independent,” there are no procedural guarantees to that effect. Thirdly, administrative bodies usually have the ability to retaliate against the speakers seeking reversal of censorship decisions through other means such as industrial subsidies or licensing schemes through their broader executive powers. For the foregoing reasons, courts in other jurisdictions such as France and Philippines have struck down similar unrestricted
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delegations of censorship authority to administrative bodies,\textsuperscript{10} and the number of democracies around
the world that endow administrative bodies with any censorship authority is vanishingly small.\textsuperscript{11}

\textbf{Secondly, the mandated decryption of all social media traffic is an unprecedented and deeply
distressing restriction on privacy,} a freedom guaranteed by the ICCPR in Article 17, whether it is for
“inspection” by the government or for any other purpose. HTTPS has provided security for internet
users around the world. Not only the Mauritian people, but others globally who are in contact with
Mauritian citizens, have the right to communicate privately, and such privacy supports people’s
freedom of speech. Encryption and anonymization technologies establish a “zone of privacy online to
hold opinions and exercise freedom of expression without arbitrary and unlawful interference or
attacks” (A/HRC/29/32). As such, any restrictions on these technologies must meet the well-known
distressing restriction on privacy, a freedom guaranteed by the ICCPR in Article 17, whether it is for
“inspection” by the government or for any other purpose. HTTPS has provided security for internet
users around the world. Not only the Mauritian people, but others globally who are in contact with
Mauritian citizens, have the right to communicate privately, and such privacy supports people’s
freedom of speech. Encryption and anonymization technologies establish a “zone of privacy online to
hold opinions and exercise freedom of expression without arbitrary and unlawful interference or
attacks” (A/HRC/29/32). As such, any restrictions on these technologies must meet the well-known
three-part test established under Article 19(3) of the International Covenant on Civil and Political
Rights: they must be provided for by law, imposed on legitimate grounds, and both necessary and
proportionate. As a recent UN Special Rapporteur wrote, “States should avoid all measures that
weaken the security that individuals may enjoy online, such as backdoors, weak encryption standards
and key escrows.”\textsuperscript{12} The proposed framework would undo all of the rights-protective benefits provided
by encryption of web traffic, and thereby would unduly interfere with freedom of expression and
privacy and would pose a danger to the confidentiality of journalists’ sources. It is telling that the only
government that has proposed a similar (though in fact, more limited) mechanism is Kazakhstan,
which halted the deployment of the program in 2019 after public outcry — including global concern
that it would undermine the digital security of internet communications and represent a tremendous
threat to cybersecurity.\textsuperscript{13} It is even more troubling that the Mauritian proposal would enable the
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collection and unprotected local storage of a vast amount of user data without any specific timeline for expungement.

As a leading regional democracy, Mauritius should consider the fact that governments around the world have encouraged the use of HTTPS to create an environment free of hacking and surveillance.\textsuperscript{14} It goes without saying that none of the laws referred to in the consultation paper require the indiscriminate decryption of data flowing from social media — which unfortunately is the thrust of the proposal in Mauritius.

The proposed mandatory decryption has human rights consequences beyond its text: the Consultation Paper proposes that users who do not consent to their social media traffic being directed to a government platform, then decrypted and archived, will be denied access to the online service provider. This attempt is tantamount to access blocking and raises fundamental questions about Internet access. It would be a regressive measure at a time when the international community seeks to promote access worldwide and to act to reduce the digital divide.

Furthermore, the technical toolset requiring interception, decryption and archiving of social media traffic, no matter how it is implemented, will break end-to-end encryption. The fundamental tenet of end-to-end encryption is that no one other than the sender and the recipient, including the service provider, can decrypt the relevant data. The proposed technical toolset will make it impossible for any social media platform to offer end-to-end encryption in Mauritius, enabling “monster-in-the-middle” attacks. This is extremely problematic for digital rights and internet freedom for all. Breaking end-to-end encryption is a threat to cybersecurity and information security, which could expose more data than the proposal contemplates and put the safety of all stakeholders at risk. It must therefore clear the necessity and proportionality test that is recognized internationally as the standard for such measures, and the proposed law does not.

The proposed law would undoubtedly reverse the gains that have been made by the government of Mauritius in the area of human rights. We call on the government and ICTA in particular to retract the consultation paper, which proposes radically disproportionate measures to counter offensive speech on social media and presents a threat to human rights—specifically, the rights to privacy and free expression including press freedom. If it is sincere in its desire to uphold human rights and democratic
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principles, the government can explore more proportionate and rights-protective measures, appropriate to the context of a free society, for the regulation of illegal conduct on social media.
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