1. Introduction

1.1. In this submission, Manushya Foundation, Access Now, ARTICLE 19 and the ASEAN Regional Coalition to #StopDigitalDictatorship examine the compliance of Thailand with the recommendations it received during its 2nd Universal Periodic Review (UPR) cycle, particularly in relation to digital rights including freedom of expression online, privacy rights and data protection, and the protection of human rights defenders (HRDs) for their online activities.

1.2. During the 2nd UPR cycle, Thailand received 34 recommendations concerning digital rights, of which it supported 19 and noted 15. Our assessment demonstrates that the government has failed to implement these recommendations since its last UPR cycle.

1.3. We are concerned with Thailand’s growing digital dictatorship, authoritarian policies and abuse of laws aimed at eliminating citizens’ basic human rights, including but not limited to, freedom of expression online. Online users face charges and criminal penalties under the Criminal Code and laws broadly criminalizing “cybercrimes” and threats to “national security”, including the 2017 amended Computer Crimes Act (CCA), the State of Emergency to Combat COVID-19 and the 2005 Emergency Decree on Public Administration in Emergency Situation.

1.4. We are further alarmed at existing freedom of expression restrictions online that lead to unlawful detentions, judicial harassment as well as alleged disappearances of HRDs and pro-democracy activists. Further, we are deeply concerned that the government pressurizes technology companies to enforce censorship and surveillance measures on their platforms. It is also problematic that the country lacks an adequate data protection law while the authorities carry out online monitoring and surveillance in violation of the right to privacy.

1.5. This submission indicates that the recent political and legal developments violate Thailand’s international human rights obligations as follows:

- Section 2 examines the government’s implementation of UPR recommendations concerning freedom of expression online, independence of the media, and access to information.

- Section 3 discusses the lack of data protection, with the Personal Data Protection Act (PDPA) not specifically addressing the use of Artificial Intelligence (AI) and automation in legal and institutional frameworks.

- Section 4 discusses state surveillance and infringement of the right to privacy.

- Section 5 discusses challenges faced by technology companies in fulfilling their responsibilities to respect human rights in the digital age.

- Section 6 examines Thailand’s implementation of UPR recommendations and its compliance with its international human rights obligations in relation to the protection of HRDs, civil society activists and journalists who exercise their fundamental rights online.

- Section 7 includes a set of recommendations to advance the implementation of UPR recommendations received during the 2nd UPR cycle.

An annex provides an overview of the recommendations examined in this submission.
2. **Right to Freedom of Expression Online**

2.1. During the 2\textsuperscript{nd} UPR cycle, Thailand received 28 recommendations on the rights to freedom of expression and access to information. The government pledged to “bring national legislation on freedom of expression in compliance with international law” and “ensure that the right to freedom of expression is fully respected and its exercise facilitated, including with respect to the drafting and adopting of the new Constitution.” Of the 28 recommendations received, only 13 were accepted and 15 were noted. So far, the government has failed to implement any of the 28 recommendations on freedom of expression.

2.2. The 2017 Constitution protects the right to freedom of expression under Sections 34 and 36, with limitations relating to national security, public interest, and public health and order. The Constitution also guarantees media freedom without any censorship under Section 35 and only authorizes restrictions if the country is at war. Further, access to information is recognized as a fundamental right under both Sections 41 and 59 of the Constitution.

2.3. **Articles 112, 116, 328 to 333 of the Criminal Code** – **Article 112 of the Criminal Code** – or the crime of lèse majesté - has been frequently abused to impose illegitimate restrictions on freedom of expression online.\(^1\) Article 112 forbids any criticism of the monarchy and the royal family’s members, and imposes harsh penalties of imprisonment of up to 15 years for each charge. In a recent case, Anchan Preelert was sentenced to a record of 87 years in prison for sharing video clips allegedly criticizing the monarchy back in 2015.\(^2\) Her sentence was halved to 43 and a half years after she pleaded guilty to the charge. As of 22 March 2021, 66 lèse-majesté cases have been filed against 76 pro-democracy activists.\(^3\) **Article 116 of the Criminal Code** – a sedition-like offence enforcing a penalty of up to 7 years’ imprisonment – has also been abused to target online expression critical of the authorities or the monarchy. As of November 2020, 46 people have been charged under Article 116. Similarly, criminal defamation charges under **Articles 326 to 333 of the Criminal Code** have also been brought against individuals deemed to express opinions and share information critical of the regime online. Article 328 in particular prohibits defamation by means of a document, video, drawing, or “any other means” with up to two years’ imprisonment and hefty fines. On 19 November 2020, The Prime Minister announced that the government would enforce “all laws and all articles”, possibly including Article 112, against anti-government protesters expressing their demands of removal and reform of the monarchy.\(^4\) Following the PM’s call, royalists started to scour the internet and report on alleged cases of lèse majesté, targeting protesters.\(^5\) Pro-democracy movement organizers Chonthicha “Lookkate” Jangrew and Panupong “Mike” Chadnok, who is currently detained on a separate 112 charge, have been charged under Article 112 and the Computer Crimes Act, over Facebook posts promoting monarchy reform,\(^6\) emblematic of how authorities pursue multiple charges to compound punishment.

2.4. **The Weaponizing of the Computer Crime Act** – The government also monitors and limits free speech via the Computer Crimes Act (CCA) and a new Cybersecurity Act (2019). The CCA imposes charges on a person who circulates “false information” via online means. Section 14 (1) states that a person is liable for their involvement and storage of any false information on another person; Section 14 (3) strictly bans sharing of any information that “could threaten national security”;\(^7\) and Section 14 (5) applies penalties to the “forwarding and sharing of (prohibited) content.”\(^8\) Section 16 further establishes that any electronically edited, altered and added picture, which can hurt a person’s image, will be penalized. Currently, the CCA is being abused to target dissenting online voices under “national security”, a term that is interpreted broadly by the government. For instance, most of the
complaints investigated by the Ministry of Digital Economy and Society (MDES) are related to national security and politics, as shared by its former Minister in December 2020 during an interview. Among 16,048 cases received from 31 July to 17 December 2020, 6,855 complaints are related to national security and 4,241 complaints are related to politics (11,96 cases in total).  

2.5. The misuse of Emergency Decrees further worsened restrictions on freedom of expression online. The state of emergency to combat COVID-19 was announced on 24 March 2020 and it has since been used to judicially harass individuals criticizing the government’s measures to contain the pandemic. For example, Danai Usama was arrested and charged under the CCA’s Section 14 (2) for criticizing online the lack of screening measures for COVID-19 symptoms at the Suvarnabhumi Airport. His trial will be in May 2021. A user going by the name of “Niranam” was arrested for posting about the King on Twitter following which he was indicted under CCA’s section 14(3) and released on bail. The prosecutor later discontinued his case. However, not long after he was charged on more grounds under the CCA. If found guilty, he faces up to 40 years in jail. Further, following the live Facebook broadcast of popular political opposition leader Thanathorn Juangroongruangkit questioning the government’s handling of COVID-19 vaccines in January 2021, MDES filed a complaint against him under Article 112 and the CCA, and requested the court to order the blocking of the online clip. On 8 February 2021, the order was dismissed by the court, which informed MDES that single-party inquiry would no longer be allowed, as the court will have to summon the accused to the inquiry before it decides whether or not to order the blocking or closure of online content.

2.6. The government also restraints press independence through the Broadcasting and Television Business Act, which allows the National Broadcasting and Telecommunications Commission (NBTC) to suspend or revoke licenses of radio or television operators broadcasting content that is deemed false, defamatory to the monarchy, harmful to national security, or critical of the government. Due to strict media controls, Thai people increasingly used the digital space to exercise their right to freedom of expression. This has in turn led to a crackdown on online media, in particular since the Thai military-backed government attempts to impose a digital dictatorship on the rights and freedom of Thai people and free media. Through these efforts, the government has sought to prevent people from sharing with the world the truth about #WhatsHappeningInThailand, including police violence at pro-democracy protests. In October 2020, an order was enacted under the Emergency Decree to silence four independent media agencies (VoiceTV, The Standard, Prachatai and The Reporters) and the youth-led pro-democracy group Free Youth. Consequently, the online media outlet Voice TV was ordered to close down for violating the CCA and the Emergency Decree for covering the pro-democracy protests, though later the order was lifted.

2.7. The authorities have been extensively restricting access to information online and taking down content from online platforms. The exact number of URLs blocked remains unknown. In November 2020, the Minister of DES issued a warning on his Facebook page about posting inappropriate content on social media and claimed that 1,887 illegal URLs have been found between 1 September and 29 October 2020. Additionally, the international petition website change.org was blocked in October 2020, after a petition critical of the monarchy became popular on the platform. The government also requested internet and mobile services providers to block Telegram, a messaging app highly used by youth protesters. The app remains accessible at the time of writing.

2.8. Additionally, the government established an “anti-fake news” center in November 2019, tasked with monitoring “fake news” that 1) directly affects general public; 2) creates disharmony in society; 3) creates hoax or false myths; or 4) destroys the country’s image. The definition of “fake news” and scope of the center’s mandate is overbroad and appears to be used to target critical dissent. The
center is responsible for issuing “corrections” to any false assertions through its website, social media accounts and news outlets. Additionally, a new cyber police unit with 1,700 officers was approved in May 2020, to monitor cybercrimes, including those related to “fake news”. On 6 September 2020, the Technology Crime Investigation Police Bureau (TCIPB) or “Cyber Police Bureau” was formed, with responsibilities to enforce the CCA and Cybersecurity Act and to investigate cybersecurity crime, giving more power to the police to crackdown on dissenting voices.

2.9. A new social media app Clubhouse and its Thai users are also under monitoring by MEDS. The former Minister in February 2021 warned Thai users not to “abuse the app and violate the rights of other people and cause damage,” otherwise they would be prosecuted under the CCA and other laws. This further shrinks online space for users who would like to freely discuss the country’s sensitive issues in online chat rooms.

3. The lack of data protection in legal and institutional framework

3.1. During the 2\textsuperscript{nd} UPR cycle, Thailand did not receive specific recommendations on data protection, although there is no adequate legal and policy framework to protect users’ data and right to privacy in Thailand.

3.2. The government’s recent adoption of the Personal Data Protection Act (PDPA), which will come into full effect on 1 June 2021, can be perceived as a progressive development. The PDPA was drafted with reference to the EU’s General Data Protection Regulation (GDPR) and safeguards personal data via restricting the collection, use, disclosure or tampering of data without the owner’s specific prior consent. The PDPA also outlines third-party responsibilities in data protection and how businesses shall collect, use or disclose personal data. Nevertheless, these protections are not definite as Section 4 of the PDPA excludes data collected to protect ‘national security’ under the 2019 Cybersecurity Act.

3.3. There are further loopholes within the PDPA’s provisions. Section 4 of the Act empowers the Parliament as well as the committee and authorities appointed by the government to collect and use data “to maintain state security, financial security or public safety.” These provisions remain open to subjective interpretations by the authorities, allowing for overbroad application of the law, without providing for sufficient accountability mechanisms, including independent and impartial oversight of authorities’ implementation of the law.

3.4. In recent years, the government has placed AI at the center of their plans to expand digital governance and economy, including through the Thailand 4.0 initiative, and the Thailand Digital Government Development Plan. Yet, these efforts have failed to regulate or provide sufficient safeguards for personal data protection. The PDPA does not specifically address the use of AI and automation and does not distinguish or identify automated and non-automated means of processing consumer data. It also fails to specify consumers’ rights to be informed about the existence of automated decision-making and profiling, or to know what and how their personal data is being collected and used, in violation of their right to privacy. In 2019, the first AI Ethics Guidelines were drafted by the Ministry of Digital Economy and Society (MDES) and are still waiting for approval by the Cabinet. It shed light on ethical principles that are recommended when designing, developing, deploying, implementing or using AI products and services in ways that comply with laws, international standards and respect privacy and human rights. The PDPA critically lacks mandatory obligations towards third parties that would protect personal data and right to privacy.
4. **Section 4. State surveillance and infringement of online privacy**

4.1. During the 2\textsuperscript{nd} UPR cycle, Thailand did not receive specific recommendations concerning online privacy, but noted two recommendations on amending the CCA, which includes provisions that invade user privacy.

4.2. In Thailand, a series of laws permit surveillance and arbitrary data search and seizures on the grounds of national security and public order. Sections 18 (1) to 18 (3) of the CCA grant vast powers to the monitoring bodies to access data without court order or other independent oversight. These vast supervisory powers include entering user-related or traffic data as well compelling the Internet Service Providers (ISPs) under section 18 (7) to decode programmed data. Further, under section 20 (3), the “Computer Data Screening Committee” — a nine-person panel of which six are government appointees — is empowered to authorize executive authorities, including ministers and “competent officials” to block or delete information deemed “contrary to public order or good morals”. The CCA does not address existing privacy and freedom of expression concerns, but instead, it expands unchecked monitoring of online content by the authorities. The imprecise definition also grants regulatory bodies extensive supervisory powers to eliminate critical dissent or online content that would be regarded lawful under international human rights standards.\textsuperscript{29}

4.3. Additionally, the 2019 Cybersecurity Act fortifies the State’s online monitoring and mass surveillance powers. Brought into force to combat “cyber threats”, the Act provides for overbroad powers to executive authorities to monitor online information and search and seize electronic data and equipment where “national security” is compromised and to protect the country’s “Critical Information Infrastructure” (CII) – where both “national security” and CII are left undefined. The Act establishes insufficient independent monitoring mechanisms - where a threat is deemed “crisis” level, any search or seizure can be undertaken without a court warrant and without access to appeal before the courts. The Act also does not include remedy or accountability provisions for rights violations. Risks for unaccountable violations are imminent as the policy-making bodies determining “national security” or “threat” levels are led by the military and members appointed by the military-led Cabinet.\textsuperscript{30}

4.4. The 2019 National Intelligence Act, which came into full effect in April 2019 grants the National Intelligence Agency (NIA) unrestricted powers in compelling ISPs to hand over sensitive personal information whenever the NIA considers the case to be a “national security” threat. The term “national security” still remains undefined and is subjectively interpreted as anything the NIA or government sees fit can fall under this definition, and without adequate, independent or effective oversight mechanisms provided for under the Act. For instance, in situations where the information is not provided by a government agency or individual, the NIA has the authority to “use any means, including electronic telecommunication devices or other technologies” to obtain the particular information.\textsuperscript{31}

4.5. Furthermore, problematic national legislation and enforcement mechanisms governing surveillance create the basis for unlawful and excessive surveillance. For example, Malay Muslims living across Thailand have been subjected to discriminatory and disproportionate biometric data collection through facial verification measures and increased CCTV surveillance in the southernmost border provinces of Thailand (or the “Deep South”). The Internal Security Operations Command (ISOC), which is a division within the military, requires Malay Muslims to register their SIM cards via a facial recognition system along with their national identification card details. Individuals who did not comply with these rules by April 2020 experienced targeted mobile network shutdowns in early May.
2020.\textsuperscript{32} It was also reported that 8,200 CCTVs have been installed within the area under the excuse of “ensuring local population’s safety.”\textsuperscript{33} Currently, the use of the collected personal data remains unknown and there are no legal safeguards in place against potential misuse of the data or violation of the right to privacy. Absence of privacy protections and clear legislation pose a great risk specifically to minority groups and vulnerable individuals. Thus, undue surveillance and the massive collection of data raise serious human rights concerns.

4.6. Equally, the Thai government actively monitors social media and private communications, resulting in illegal intrusion into one’s privacy. It was reported that the government possesses various surveillance technologies and licenses to import interception equipment, such as International Mobile Subscriber Identity (IMSI) catchers. These allow authorities to intercept data from all phones in the nearby area unrelated to an operating investigation.\textsuperscript{34}

4.7. Lately, the use of hybrid technologies by the Anti-Fake News Center to verify online information and combat allegedly false information have exacerbated privacy and surveillance concerns. Reports indicate that the “Anti-Fake News” center will rely on AI and human monitors to forward the top 10-20 most shared news items or messages on social media including Facebook, Google, Twitter, YouTube to the police for investigation.\textsuperscript{35} Meanwhile, during the COVID-19 pandemic, unprecedented levels of surveillance and data tracing in Thailand blurred the line between disease surveillance and population surveillance. The two contact tracing apps Mor Chana and Thai Chana, approved by the government, store users’ personal data while lacking transparent terms and conditions, and without informing how personal data is being used.\textsuperscript{36} There has also been increased online data sharing between government agencies. In June 2020, it was revealed via a leaked document that the COVID-19 response center had shared mobile tracking data of individuals with the Ministry of Defense.\textsuperscript{37} Concerns raised over the fact that such personal data shared with government agencies not working in the health sector can lead not only to privacy infringements, but can also abusively be used for unsubstantiated “national security” related investigations or targeting.

5. Rise of Digital Dictatorship over Tech Companies

5.1. During the 2\textsuperscript{nd} UPR cycle, Thailand received and accepted a recommendation to develop and implement a national action plan on business and human rights (NAP-BHR) in line with the UN Guiding Principles on Business and Human Rights (UNGPs). While the government developed a NAP-BHR, the plan does not include any mandatory measures for companies to respect human rights in accordance with the UNGPs Pillar 2. Further, Thailand noted and did not implement two recommendations on amending the CCA, which includes provisions that force ISPs to monitor and take down content deemed “illegal”.

5.2. The CCA problematically requires ISPs to retain user data for 90 days and allows for warrantless access to user communication under Section 26.\textsuperscript{38} The 2019 National Intelligence Act allows the National Intelligence Agency to compel service providers to hand over information it requests, even if it includes sensitive or personal data.\textsuperscript{39} It can result in violation of users’ rights, with user data collected without any requirement on authorities to evidence just cause, or to ensure that data requests are made in specific and narrow circumstances in strict compliance with and respect of users’ rights. In October 2019, the MDES enforced data retention provisions by ordering coffee shops, restaurants, and other venues that offer public Wi-Fi to retain the data of users, including names, browsing history, and log files, for at least 90 days.\textsuperscript{40} Facebook and Google also reported a handful of government requests to access user data.\textsuperscript{41}
5.3. The 2019 Cybersecurity Act also imposes reporting obligations on ISPs, encouraging extensive monitoring of users by information technology and telecommunications companies. According to Sections 73 and 74, private enterprises have reporting obligations with respect to cybersecurity incidents and failure to report or submit risk assessment reports could be liable to imprisonment and heavy penalty.42

5.4. International tech companies have also been threatened by the government’s crackdown on the digital space, being on the receiving end of deeply problematic censorship demands. The government puts illegitimate pressure on ISPs and social media platforms to comply with local laws to take down “illegal” or “fake” content. The CCA’s Section 15 imposes criminal liability on any ISP for content violating Section 14 of the CCA without requiring the need to establish criminal intent on the part of the ISP, which creates a strong incentive to censor. As a result, intermediaries block or take down material that they fear may be found to be in violation of the law. In August 2020, government pressure caused access to the Royalist Marketplace, a Facebook group openly discussing the Monarchy, to be restricted within Thailand.43 Facebook and Google were required to comply with the Thai government’s orders and remove content relating to the monarchy or authorities that were considered “fake news” and “illegal content.” Facebook then announced that they would legally challenge the government’s requests in court.44 This resulted in the government filing a non-compliance complaint against both Twitter and Facebook, which led to a landmark case as for the first time CCA was applied to prosecute an online service provider.45 This case is ongoing.

6. Harassment, intimidation and attacks against HRDs, Civil Society Activists (CSA) and Journalists for their online activities

6.1. In the previous UPR cycle, Thailand received 9 recommendations on the protection of HRDs, CSOs and journalists. The government supported 6 recommendations and noted 3. The government has thus far failed to effectively implement any of the received recommendations.

6.2. Crime reporting and strategic lawsuits against public participation (SLAPP) are repeatedly used as a tool to suppress HRDs and dissidents by authorities and companies. Those who post or comment critical information online face continuous judicial harassment. In 2020, the MDES filed a cybercrime complaint against Pavin Chachavalpongpun, an exiled academic and creator of the Facebook group Royalist Marketplace where a large number of people shared criticisms of the monarchy. This complaint is under investigation. Members of the group have reportedly been targeted with additional CCA complaints as well as intimidation and harassment.46

6.3. In absence of anti-SLAPP laws or adequate protective measures, HRDs are vulnerable to lawsuits brought by powerful private actors, when denouncing corporate abuses. Since 2016, Thammakaset, a Thai poultry company has brought at least 39 complaints against 22 HRDs for sharing allegations of labour rights violations.47 In 2019, Thammakaset filed a series of criminal defamation lawsuits against HRDs Angkhana Neelapaijit, Puttanee Kangkun, and Thanaporn Saleephol who expressed support for other HRDs targeted by the company in defamation cases on Facebook and Twitter.48 Furthermore, in October 2017, the Electricity Generating Authority of Thailand (EGAT), a state enterprise, filed a libel and defamation complaint against environmental activist Prasithchai Noonuan, for criticizing EGAT’s plan to build a coal power plant in the Krabi Province on Facebook.49 The case is still on-going.

6.4. The Government is also sponsoring disinformation, harassment and smear campaigns against activists. ISOC’s Information Operations (IO) targeted dissenting voices including activists and academics by establishing military-linked social media accounts, which target posts critical of the
regime with posts, stories and articles aiming to disqualify and discredit the legitimacy and reputation of the HRDs and civil society organizations. In July 2019, Facebook removed 12 accounts and 10 groups over coordinated inauthentic behavior, and in February 2021, it removed an additional 77 ISOC-related IO accounts: 72 Facebook pages, 18 Facebook groups and 18 Instagram accounts. In October 2020, Twitter banned 926 military-related accounts.

6.5. Authorities have also intimidated activists for their online activities. In May 2020, a military officer visited Katim Leeja, a Lisu indigenous rights activist, after she uploaded a video on Facebook criticizing the use of violence by the authorities during a land dispute incident where she demanded an investigation. The police asked about her involvement in land conflict issues and indigenous peoples’ rights as well as other personal information. In 2020, 41 similar coercion cases have been recorded by Thai Lawyers for Human Rights, including cases of activists who posted monarchy-related opinions or who just shared monarchy-related news on the internet, and received police visits.

6.6. More tragic, renowned HRDs were reported missing or found dead not long after posting online criticisms of the government or monarchy. Many pro-democracy activists left Thailand as a result of intimidation and stigmatization. Self-exiled activists still face harassment and some have disappeared. In June 2020, Wanchalearm Satsaksit, who faced charges under the CCA, disappeared in Cambodia after posting an online video criticizing the Prime Minister. As of today, no independent, impartial and effective investigation has been conducted into his case, raising suspicions that there may have been State involvement in his disappearance. The aggravations continue to intensify and come in different forms. Individuals have also chosen to self-censor in the face of increased harassment – in the case of student activist Sirin Mungcharoen, she was briefly enforced to withdraw from her social media accounts due to “death threats, sexual harassment as well as online and offline bullying” for a popular video including her protesting.

7. Recommendations to the Thai Government

Manushya Foundation, Access Now, ARTICLE 19 and the ASEAN Regional Coalition to #StopDigitalDictatorship call on the Thai government to respect rights online in law and in practice in accordance with the rights enshrined in the ICCPR, the UN Declaration on Human Rights Defenders and UN Human Rights Council resolutions 22/6, 27/5 and 27/31.

7.1. Regarding freedom of expression online, independence of the media and access to information

a. Decriminalize defamation by repealing sections 326 to 333 of the Criminal Code and enact a stand-alone anti-SLAPP law to ensure legal protections against Strategic Litigation against Public Participation (SLAPP) aiming at silencing dissents, and protect individuals from judicial harassment by the state and corporations. In the meantime, enforce Sections 161/1 and 165/2 of the Criminal Procedure Code and publish statistics on its use to assess its effectiveness in addressing SLAPP cases.

b. Repeal or amend laws and regulations that restrict freedom of expression, independent media, and access to information, including Penal Code Articles 112, 116, the Broadcasting and Television Business Act, the draft Bill on the Promotion of Media Ethics and Professional Standards, the Computer Crimes Act – particularly Articles 14, 15, 16 and 20 – and the Emergency Decrees, to bring them in line with international human rights law. The repeal or amendment process should include effective public consultation.
c. Amend laws addressing hate speech that constitutes incitement to discrimination, hostility, or violence, to bring them in line with international human rights standards and ensure that they are not misused to undermine freedom of expression.

d. When punishing expression as a threat to national security under the CCA, the government must demonstrate that: (a) the expression is intended to incite imminent violence; (b) it is likely to incite such violence; and (c) there is a direct and immediate connection between the expression and the likelihood or occurrence of such violence, in line with the Johannesburg principles.57

e. End all legal proceedings against, and investigations into, individuals facing harassment, intimidation, or prosecution initiated by state authorities for expression critical of the government and monarchy.

f. Guarantee transparency and access for all persons in Thailand to information, both offline and online, particularly where such information relates to the public interest and impacts upon the individual’s right to public participation, including by amending the Official Information Act (1997) or adopting a law to enable the provision of such access.

g. Set up accessible and appropriate mechanisms, judicial and non-judicial; provide among the remedies, fair treatment, impartial compensation or agreement, and the establishment of sufficient grounds to avoid its repetition. Also, implement an evaluation system that regularly screens the existing mechanisms.

7.2. Regarding the lack of data protection in legal and institutional framework

a. Review and amend the Personal Data Protection Act (PDPA) to bring it in line with Thailand’s international human rights obligations, including to remove the exception clause for data collected under the overbroad justification of “national security”, as presently stated in section 4 of the PDPA.

b. Amend the PDPA to address AI and automation by developing legal procedures and evidentiary standards for biometrics with care to protect human rights and due process; Minimize the amount of and type of data the government and associated service providers collect; Implement measures for accountability and responsibility; Refrain from unlawful interception.

7.3. Regarding state surveillance and infringement of privacy

a. Ensure the individual’s right to privacy is protected in domestic law in line with international human rights law guaranteed under Article 12 of UDHR and Article 17 of ICCPR, where any interference with privacy must be strictly necessary and proportionate to accomplish a legitimate objective in accordance with international human rights standards.

b. Develop effective safeguards against State abuse of surveillance technologies, data collection and violation of online privacy, including by ensuring effective and independent oversight mechanisms are in place to limit unfettered executive discretion and establish redress mechanisms consistent with the obligation to provide victims of surveillance-related abuses with adequate and effective remedy.

C. Repeal or otherwise amend laws which provide for overbroad executive powers to infringe on the right to privacy – including but not limited to the Computer Crimes Act, the Cybersecurity Act and the
National Intelligence Act – to bring them in line with Thailand’s international human rights obligations.

7.4. Regarding challenges faced by technology companies

a. Refrain from pressuring tech companies, internet service providers or other telecommunications companies to moderate and remove content online in contravention of the rights to free expression and information and ensure their compliance with their responsibilities to respect human rights in line with the UN Guiding Principles on Business and Human Rights (UNGPBs) and the GNI Principles.

b. End all legal proceedings against tech companies facing investigation, charges or prosecution initiated by state authorities for not complying with takedown orders.

c. Provide transparent, detailed and regular updates relating to content moderation requests from government authorities to tech companies and internet providers, including takedown orders, in a public and accessible manner, and information on legal proceedings or action taken against tech companies and internet providers for failure to comply with such requests.

7.5. Regarding the protection of HRDs

a. Ensure that HRDs, journalists, civil society members, lawyers and academics are able to carry out their legitimate online activities to bring to light human rights violations without fear or undue hindrance, obstruction or judicial harassment in line with Thailand’s obligations under the ICCPR and with respect to the UN Declaration on Human Rights Defenders.

b. Repeal or amend legislation and decrees which unwarrantedly restrict the legitimate work of HRDs in line with the UN Declaration Human Rights Defenders

c. Release unconditionally and immediately HRDs detained for their leadership in the protest movement and end all legal proceedings or investigations against them; Provide effective remedy, including compensation, for unlawful violation of their rights to expression, association, peaceful assembly, liberty and security.
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